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Abstract:

We propose a study of the production of heavy particles (A?, K9, K+, K,
p, p) with a tagged positive 300 GeV /c beam incident on the Fermilab hybrid
spectrometer. We propose both a positive and negative exposure. We wish to
achieve a positive beam composition p/ 7r+/K+ ratio of 6/3/1 and a negative beam
composition of 13/11'— of 1/4, We propose 1.5 x 106 positive beam pictures and
1.0x 106 negative beam pictures, We would use the downstream particle identifier
to be chosen by the 7-8 May 1976 workshop. The major objective of the experiment
is to study the role heavy particles play in multiparticle production processes at
Fermilab energies. This process would be studied as a function of the projectile
particle under identical experimental conditions. This will be the first time such complete
data will be available. In addition to this new data, the experiment will yield a major
increase in statistics over earlier, more conventional studies. If it required a
lower beam momentum to achieve the desired particle ratio, we would perform the

experiment at that lower beam momentum.
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INTRODUCTION

We propose to further our experimental investigation of p-p, tr+-p, and
K+—p interactions at Férmilab energies (E299), This experiment will be an
improvement over our initial studies in four ways. First, it will include the use
of a downstream particle identifier; second, it will be done at twice the incident
momentum (300 GeV /c compared to 150 GeV /c; third, it will include a 1—3 study;
and finally, it will have about three times the statistics (2.5 x 106pictures versus
9.0 x 105 pictures). The major thrust of this experiment is to study the role heavy
particles (A , K% KT, K*, p, p) play in multiparticle production at Fermilab ener-
gies, |

We plan to use the Fermilab hybrid spectrometer equipped with a downstream
particle identifiexr. The choice of identifier will depend on the workshop that will
be held on this topic 7-8 May 1976. Howéver, the basic characteristics of such an
identifier are known and are discussed in the section,. "Beam and Experimental
Apparatus'. We request 1.5 x 106 pictures with a positive beam and 1.0 x 106
pictures with a negative beam. The positive beam will be a tagged mixture of
p/-n+/K+ with a ratio of 6/3/1 while the negative beam will be a mixture of p/m
with ratio 1/4.

We will compare the similarities and differences of the interactions induced
by the different projectiles. Since most particles are produced near X = 0 we have
chosen the parameters of the experiment so as to optimize particle identification near
X=0.

The physics topics include single particle distributions, multiplicity studies,
and cb’rrelation studies, all of which are of obvious interest with respect to the prd-"
duction of heavy particles. In addition, we will engage in more speculative seaxches;
a search for a possibly new phenomenon where both projectile and target end up at

X = 0; a search for new particles that decay into one or more heavy particles and
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several pions; a study of four-constraint physics; and if statistics permits, a study
of pairs of identical heavy particles to compare with the Bosé—like behavior seen in
identical pion pairs.

This will be the first comprehensive study of the production mechanism of
heavy particles. Although there is some data on A’ and K® multiparticle production

at these energies, there are no complete distributions for K* , P, and p production.

PHYSICS JUSTIFICATION

The priﬁlary interest in this experiment is to study the characteristics of
heavy particle production (A, KO, Kip, p) and their dependence on quantum num-
ber at 300 GeV/c. While there is some limited data available on the production of
A" and K° particles, there is no complete data available on the others. Since most
of the partiéles are cxeated at X close to zero, it is desirable to access as cl ose
as possible to this region. Only those particles that have laboratory momentum greater
than 5 GeV /c leave the bubble chamber magnet within a sufficiently small exit angle
so as to be captured by a reasonably sized downstream particle identifier. Also,
particle identification at momenta less than 5 GeV /c presents particiﬂar technical
difficulties (see appendices A, B, and C).

These considerations, plus the fact that 300 GeV /c is a relatively unexplored
energy region, led to this choice of beam momentum. This is discussed more com-
pletely in the section "Beam and Experimental Apparatus.” We expect a p/ Tr+/K+
yield ratio of 6/3/1 and a p/ w yield ratio of 1/4. With our requested number of
pictures, 1,5 x 106 positive and 1. 0 X 106 negative beam, we expect to do a moderately
high statistics study of proton 7 and 7r+ interactions and a reasonable study of K+,‘f).
interactions. This experiment will have the unique advantage of sfudying D, 'n'+, K+,

7 , and 1—) interactions under identical experimental conditions.

The physics topics we will explore are:
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1) Single particle inclusive distributions - K+, K, p, p productions as

a function of X and Y will be measured. ’I‘ his will be the first complete data of this
kind at these energies. It is important to determine whether the production of these
particles follows either the projectile or the target or whether production simply
peaks around X = 0. The behavior of the production of those particles upon changing
the incident paxticle should shed some light on the differences between protons,
positive pions, and positive kaons. We will, of course, also study the K® and A®
distributions.Where in the rapidity chain the heavy particles tend to lie is an inter-
esting question. Over what range of rapidity are the produced héavy particles
affected by the incident particle? Comparison of KT KT, k% A9, KEKO production

for different incident beam particles will allow a search for a strangeness = 0 plateau.
A similar study for a charge = 0 plateau for incident w yielded the surprising fact
that at these energies such a plateau does not exist. (ref. 1)__

2) Associated multiplicities - Are the heavy particles producec with charged

multiplicities characteristic of all events or are they created in higher charged
multiplicity interactions? Do the multipliciiy distributions depend on the nature of
the incident particle? The data from this experiment will help answer these questions
and will shed light on the fundamental interaction process.

3) Correlations - Correlations between pairs of charged particles in rapidity
have yielded much of the informationleadi_ng to our current understanding of the nature
of multiparticle production, and the observed short-range correlations among pions
have stimulated great interest in the concept of local quantum number conservation
near 'Y =0 (ref, 2)., . Specific identification of K* and pi with good efficienc& 1n
the central region will greatly extend the correlation information and allow a study of
baryon number and strangeness compensation in addition to that of electric charge.
Any events that contain a produced proton-antiproton pair should yield information on

this production process. If statistics permits one can look for like particle effects
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that have been seen between like pion pairs by looking at K+K+, KK, and K+K~
pairs. In addition, one can include pairs of pions with the kaons and look at four
particle correlations, again providing there are enough events.

4) Both projectile and target stop in the center-of-mass - There appears to

be some experimental evidence from the ISR that a cross section. approaching one
millibarn exists for a process where both incident protons stop in the center-of-mass.
(M. Jacob - private communication). What is of great interest, and for which there are
no data, is the number and distribution of the associated charged particles {(presumably
mostly pions). There are two speculations about the origin of this phenomena. The
first is that the two protons stop due to a mutually catastrophic bremsstrahlung of
pions., This would manifest itself by the emission of two large jets of pions, forward
and backward., The second speculation is that the protons stop due to a coherent
central éollision of the fundamental ;onstituents (quarks, partons), and this type of
reaction might yield an isotropic distribution of pions. Establishing that the ISR

result is real and measuring the distribution of the outgoing charged particles would

be the discovery of a totally new phenomenon which should shed light on elementary hadronic
properties. While it will be easy to identify the stopped (in the center-of-mass) p-p,
p-p, and K+—p pair, one will only be certain of the stopped proton in the w*—p experi-
ments,

5) Resonance production - The capability for kaon identification in the

central region will allow a detailed study of K* and ¢ meson (as well as n, A, and y*)
production far each of the incident channels examined in this experiment.
A comparison with lower-energy data of particle production from the decay bf

2-body resonances, for several different beam particles, is of great interest.

Further, we expect that the kinematic distribution of resonances will be moxe sensitive
to the nature of reaction mechanisms in high multiplicity events than is the distribu-

tion of their decay products.
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In addition, the examination of strange particles produced in association
with the ¢ meson may provide important tests of the quark model (Zweig rule).

6) New particle search - The ability to analyze multiparticle final states

and identify K* mesons should allow this experiment to search for new particles
(charm?) which might decay into a charged kaon and several pions. This will open
an area for such a search not yet explored by counter techniques.

7y Four-constraint physics - It has been demonstrated that it is straightforward

to analyze four-constraint events with the assistance of the downstream pwc infor-
mation. This experiment should yield several thousand such events and would give
a good survey of this type of physics. It should be emphasized that having the down-
stream particle identifier will go a long way toward removing the usual w-p, K-m,
and K-p ambiguities.

8) pp Annihilation - It would be of great interest to measure the total pp

annihilation cross section. An attempt will be made to do so in this experiment in
spite of the major difficulties involved in estimating the cross section for pr - I—m + X.
While this cross section can be éstimated in principle by assuming factorization and
appljring this assumption to measurements of the channels f)p - flp + X, f)p - 1311 + X,
and pp - pp+ X, meaningfui results can only be obtained if the factorization assump-
tion is reliable to considerably better than 5%. This is because the interesting
difference or (op) - op (pp) is expected to be of the order of 2mbn (3 ), which is 5% of
either cross section and the correction for nn production must be known considerably
better than the difference itself. It is obvious that inefficiencies in measuring any of
the thfee cross sections will reduce the reliability of the estimate of the annihilation
cross section. It is clearly important, however, to establish the measurable cross

sections as accurately as possible.
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BEAM AND EXPERIMENTAL APPARATUS

In Appendices A and B it is shown that for either Eerenkov counters or réla-
tivistic rise detectors (isis), it is very difficult to separate K mesons from protons
~ below a momentum of about 5 GeV/c. Appendix C describes the relevant kinematics
as a function of incident particle momentum. In order for a significant number of
pions and kaons near X = 0 to have a laboratory momentum of greater than 5 GeV/c,

a laboratory momentum of 300 GeV /c or greater is desirable. As the 7-8 May
workshop will undoubtedly show, the smaller the aperture of a éerenkov counter or
isis device, the cheaper it is. Hence, 300 GeV /c is to be preferred to a lower energy,
| say 100 GeV/c, since particles of interest will not only be at an optimum momentum
in the laboratory to be identified but these particles will come out in a narrower
forward cone.

For this experiment either an isis type device or an equivalent segmented
differential éerenkov counter similar to the SLAC counter would be suitable. The
choice will presumably be made at the workshop, In addition to the downstream
particle identifier, the experiment would need the necessary drift chambers (or pro-
portional wire chambers) to cover the solid angle of the identifier and furnish the
necessary momentum resolution. | If an isis device is chosen, one can use the forward
gamma ray detector in this experiment. However, if a segmented éerenkov counter
is chosen, the mass of that device precludes use of such a detector.

We would hope to achieve a p/= /KT ratio of 6/3/1 and a p/w_ ratio of 1/4,

We have achieved such a positive ratio at 150 GeV /c using an incident beam of

300 GeV/c. With an incident beam of 400 GeV /c and an improved absorber tech-
nique, preliminary studies indicate that the desired positive ratio is achievable at
300 GeV/c. Theoretical studies indicate that one should be able to achieve the
desired negative ratio. Beam tests will have to be made to determine the actual beam
composition. One would need several weeks of beam time for this measurement. If
these tests indicate a lower beam momentum is required to obtain the desired ratios,

we would run the experiment at the lower momentum.



(H¥2)

Since one needs a Ap/p of about 10% to effectively use an isis type device,
this limits the useful outgoing particle momentum to about 100 GeV/c. However,
as can be seeﬁ in Appendix B, this device becomes marginal at higher momentum
and hence this momentum resolution restriction is not important. For particles.
above 100 GeV/c we will classify them as the projectile paxticle, This will result
in some misclassification but from our experience with E-1564 this should result
in less than a 5% statistical error. Similar comments are valid for the éerenkov
counter system. However, the available momentum band for this device is rather
limited as compared to an isis type device,

We are requesting 1.5'x 106 pictures With a positive beam and 1.0 x 10%

pictures with a' negative beam with 8 tracks per picture. This should yield a 4~event

per microbarn experiment for each charge.
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SUMMARY
We request a 1.5 x 106 positive picture exposure and a 1.0 x 106 negative
picture exposure in the Fermilab hybrid spectrometer. We request a tagged positive
incident beam with a momentum of 300 GeV /c and with a p/-n"-/K+ ratio of 6/3/1 and
a f)/ m ratio of 1/4. We believe that with primary proton momentum of 400 GeV /c
and improved enrichment techniques the desired beams could be achieved.
We would wish to use the downstream particle identifier selected by the
7-8 May workshop on this topic augmented by the appropriate drift chambers and
proportional wire planes. Either a segmented éerenkov counter system ox amn isis
type device would be suitable. If an isis type system is chosen, we would wish to
include the forward gamma ray detector in the spectrometer.
The major thrust of the experiment is the study of the production properties
| of the heavy particles (A’, K°, K+, K-., P, f) ) in high energy collisions. The
300 GeV /c beam is chosen to optimize the study of the central region near X = 0. The
experiment would yield 4 events per microbarn for each charge.
We would need several weeks of beam time to both tune the beam and cali~
brate the downstream pérticle identifier, If these tests indicate that a lower
momentum is required to achieve the desired particle ratios, ‘we would run the

experiment at that lower momentum.
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Appendix A: éerenkov Counter System

Figure A-1 gives the momentary thresholds for w, K, and p for emission
of Cerenkov radiation as a function of n (n=1 - 1, where n is the index of refrac-
tion). The upper end of this range, 1= 60 x 10-4 , corresponds to the index of
refraction of isobutane at 4 atmospheres pressure and is the limit of presently
attainable indices of refraction in substances that can be used in a Eerenkov
detector. * Thus, it is not presently possible to identify K-mesons below 5 GeV /c.
Also shown in fig. A-1 are the momenta for =, K, and p at which the number of
photoelectrons, Ne’ produced in a 3 meter Cerenkov counter is 90% of the maximum
value, (N e)Max' Finally, fig. A-1 gives (N e)Max and alsq the maximum Eerenkov
angle, (ec)Max » again as functions of 7). Ne and (Ne)Max are calculated from the
SLAC measurement of 12 photoelectrons/meter/atmosphere.

Since isobutane is combustible a preliminary choice of freon-12 at 4 atmos-
pheres was made. Figure A-2 gives the number of photoelectrons prdduced as a
function of particle momentum. K-mesons could be identified from 5.7 GeV /c (Ne= 16)
to about 12 GeV. Fig. A-3 shows the percentage of misidentified K mesons** as a
function of momentum if the K to ﬁratio is 1/10.

Since the SLAC rapid cycling bubble chamber hybrid system Eerenkov
detector has been used successfully in the momentum range, it will be used as a
basis of discussion, fig. A-4. This is segmented into ten light collection units and
has been successfully operated in a pulse height mode. This device must be placed
after all proportional wire counters or drift chambers nécessary to the momentum
measﬁrement and is not compatible with the photon cietector. Auxiliary devices

which are necessary to its use are a 1m x 2m drift chamber in front of the entrance

A silica gel detector is being studied as a possible device with larger 7).

** This is the sum of the K's identified as n's and w's identified as K's relative to
the true number of K mesons.,
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window and a ten section scintillation counter hodoscope, matched to the mirror
dimensions, behind the mirrors.

This counter may be placed with the mirror plane at © meters and still
permit an adequate momentum measurement. At 150 GeV/c the acceptance for
particles leaving the bubble chamber will be 72% , and at 300 GeV/c, 95%. Table A-I
gives the percentage of spatially resolved particles from each of three momentum
ranges(i. e. particles for which the éerenkov light spot falls on a mirror where no
other éerenkov light is incident). Thus, although the acceptance is good at 300 GeV /c,
the spatial resolution is low. Since there will be a scintillation counter hodoscope
behind the (\ferenkov counter and a drift chamber in front, it will be possible to
identify those mirrors receiving light from moxre than one particle and to determine
~ whether the pulseheight corresponds to two w's, two K's, or a wand a K. The uncer-
tainties in this will of course be greater than those for the identification of a single
particle.

If this Cerenkov device were placed at a greater distance then the resolution
problem is improved. For example, if it were placed at 12 meters, then the reso-

lution characteristics would be approximately those given in Table A-I for 150 GeV /c.
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Table A-1

Percentage of Spatially Resolved Particles as a Function of Beam Momentum (p )
Beam

on Particle Momentum (p)

PReam™ 150 GeV/c 300 GeV/c
p<5GeV/c 549, 35%
5<ps10 47% 229,

10 <P 24% 16%
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Appendix B: ISiS System

Fig. B-1 gives a suggested layout for incorporating three 1Im x Im x Im
modules of an ISIS type relativistic rise detector in the 30-inch bubble chamber
hybrid system. There would be a total of 198 wires with a spacing of 1.5 cm. For
a filling of 80% A- 20% CO; this would be auticipated to result in a resolution of 8%
full width at half maximum (see attached description of ISIS).

The acceptance of this device will be 74%  for an incident beam energy of
150 GeV/c and 96% for 300 GeV /c. Approximately 8% - and 17% of the particles
will not be spatially resolved at 150 GeV /c and 300 GeV /c, respectively,

Fig. B-2 gives the ionization as a function of p/MC. Fig. B-3 shows the
percentage of K-mesons which with 8% resolution would be misidentified*as a
function of momentum, assuming the ratio, w/K/p = 10/1/1. In the region from
5 to 25 GeV /c there would be a better than 70% correct identification of K-mesons

since Kp and K« confusion would not occur simultaneously.

*  This percentage is the sum of K's identified as m's or p's plus the w's or p's
identified as K's relative to the true number of K's.



qgg'-tg

l IS1S ] ISlS, ISIS

! I I
2.25M 35M 4.75M

oM
M
IM Front View of
IS1IS Module
IM
Side View of
loooo000000 M ISIS Module
66 Wires/Meter

Figure B-l|



48811

2-8 94nb14
US_\Q
0001 00l Ol 0
_ | Ol
— 11
— 2’|
— ¢l
—+'1
0
H\H
— Gl
—9°1
"wip | o uobuy
Ul 9SI4 J1}SIAI}D|aY




€-8 D14 | (9/N99) d

Q4fé-e

ol og Oc Ol S

__. N )

Lo —

I/, = ds/y d woi} M —»

O_\_ = IL/M AL W04} M

pPaljliuUapPISIN S M %

09

0G

0%

%o

o¢

Oc¢

Ol



4&8-2

Appendix C: Kinematics

Fig. C-1 gives the laboratory momentum, p, and angle, 8 , for K's and
p's which have center of mass momenta, p'=0.0, 0.1, 0.2, and 0.3 GeV/c for
an incident beam momentum of 100 GeV/c. Fig. C-2 gives the same curves for an
incident beam momentum of 300 GeV/c. At 100 GeV /c most of the K-mesons have
a laboratory momentum below 5 GeV /c and therefore will not be identified by either
downstream particle identifier discussed.

Another way of looking at the kinematical situation is to consider the rapidity
in the center of mass ch. Fig. C-3 shows the rapidity in the center of mass as a
function of Plab for incident momentum 100 GeV/c. Each line represents a particular

particle (w, X, p) and a specific transverse momentum (pT =0, =0.6) . Note

Py
that for Plap > 5 GeV/c, ch is greater than 0 for most particles of interest. How-
ever, as can be seen in fig. C-4, the situation is much improved and for Plap” 5 GeV/c
most of the region Y >-11is accessible.

‘The conclusion one can draw is that in oxder to span ch = 0, one has to

beata PLab significantly greater than 100 GeV /c with 300 GeV /c our choice.
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Appendices D - H ' cover the relevant knowledge and experimental

tests of an ISIS device. The conclusion of these appendices is that relativistic rise

devices in general and an ISIS-type device in particular should work as calculated.



Appendix D g 88 27

CERN/D.Ph.II/RCBC 75-3
15 May 1975 IM/mk

COMPARISON OF ISIS AND A 5—-STAGE

MUNTICELL CERENKOV COUNTER

W. Allison and A. Poppleton

We have compared the performance of ISIS and the 5 stage multicell
Cerenkov counters proposed by B. French*). We have used 6 prong and
12 prong events from a 200 GeV/c ﬂ-p experiment in the 30" NAL chamﬁer.
The table shows that the momentum ranges over which different classes of

mass separation are possible are comparable in the two cases.

The main difference comes when considering the multitrack resclution
in high multiplicity events. The table shows that whereas the losses in
ISIS for & prong events are less than 7%, the loss in the Cerenkov system
varies fr6m~10—38% per track. These lossas can be expected to be systematic
with respect to low effective masses. For 12 prong evénts the ISIS losses
are still less than 12%, while the Cerenkov loss ranges from 25-60%. This
would be serious for any analysis involving track pairs etc. The figures
are not inconsistent with the results of a naive calculation shown in fig. 1
which shows the multitrack efficiency as a function of multiplicity on the

assumption of equal occupation probability for each cell.

Other considerations such as cost (v factor 3?), and length (5m rather
than 12m) favour ISIS. The ability to provide prompt signals from a
Cerenkov is not useful in a high multiplicity situation in general because
of the pattern recognition problem~in'the region beyond the épectrometer
magnet there could be a case for suchanability. A Cerenkov to fulfill

this requirement could be relatively small.

*) We have crudely optimized their system to the RCBC configuration
retaining the same counter lengths and numbers of cells (20 per counter).
Further details will be given in a more complete note now being prepared.
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. irge volume multi-wire proportional chamber employing
i paths of up to 2m in an unconventional geometry is de-
=ted. This device will distinguish between kaons, pions and

she
-zons for all secondaries from 5 GeV/e to over 100 GeV/e and
=ain over 300 transverse position measurements on each track

. Introduction

The simultaneous identification of several secondary
icles from interactions at SPS energies is a difficult
wblem. The most ambitious Cherenkov counters can
v provide a limited number of cells, while trausition-
.ifiation detectors are efficient only for electrons unless
: momenta are in the range of several hundred
2Vct). As a result, effort has been directed towards
2 use of the relativistic rise of ionisation loss (dE/dx)
tgases at atmospheric pressure®:3). This rise is due
-the effect of the relativistic expansion of the trans-
e electric field of a particle®). Fig. 1 shows the
wsation loss for w, K and protons as ‘a function of
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to an accuracy of approximately 2 mm. Results from experiments
on a prototype in a test beam are given and a possible design
for use with a rapid cycling bubble chamber at the CERN-SPS
or NAL accelerators is discussed.

‘momentum; the difference is 10% or more over the

range from 5 GeVY/e to about 100 GeV/e. Above
100 GeV]e the curves begin to reach 2 platean due to
the polarisation of the medium screening the electric
field at large impact parameters (the “density effect*)*).

Unfortunately fluctuations in individual energy-loss
measurements (“Landau fluctuations”) are very large.
Fig. 2 shows a spectrum of such measurements for
3 GeV/c pions in 1.5 cm of argon?). Further, the long
tail is such that, if losses in thicker samples of gas are
measured, the width of the spectrum is only slowly
reduced — it is still some 50% for a thickness of 50 cm.
Only be measuring many samples on each track may

Arf20°% o,
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L The jonisation loss in argon+20% COs at atmospheric pressure for 7z, K and p based on the formula of Sternheimer and
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lonization Energy Loss
3GeV/c Pions in Argon+Methane

1200+

8001

overflow
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Fig. 2. The observed fonisation-loss distribution for 3 GeV/c pions in 1 Scm of argon/7% methane in a convenhonal M
{from ref. ])

the required resolution of a few percent be achieved. “cells R makmOr 4096 channels. In this paper we discr.
In fact considerably more than 100 samples from five a different technique for collecting the ionisat:
or more meters of gas are required. At the same time samples which allows an order of magnitud—+
we require the ability to handle a number of tracks “cells”, an order of magnitude less channels, c. .
simultanecusly, spread in both angle and position so - with improvements in acceptance, efficiency, cahbr-hcw
that a device of the widest acceptance is needed. . and cost. :

In a recent paper>) Lehraus and co-workers proposed In section 2 we dxscuss the physical prmcxplcs of £
a device 2 m wide x 60 cm high in which each of 128  device. In section 3 we show resulis gained: frne
sampling layers consisted of 32 proportional chamber experiments on a 1 m model in a test beam. In sectior

‘ ' ' we discuss the form that the device would take behi

How I1SIS works a rapid cycling target.

f (G)Mm 7N 2. The ISIS method

The ISIS chamber consists of a large volume of gas
in a uniform electric field. At one end is a high-voltaze
negative-polarity planar electrode and at the otheris 2
B B o e 1 O O proportional—wire plane. The latter js sandwiche
b b T between a pair of closely spaced high-voltage wirz
4 3 O O ' planes and resembles a conventional mult-wire

Etectric field lines proportional-chamber (MWPC) assembly. - Figs33 '
shows a schematic diagram in which the proportional
{b} ' wires are perpendxcular to the plane of the ﬁourc and
the high-voltage wire planes are not shown®.:xTke’
particle trajectories are roughly parallel to the phW'
m but displaced some way from it. The primary jonisation =
TIME , ~ electrons along each particle trajectory drift paralled ta s
the electric field* without amplification until thcy rt’—‘»“

Fig. 3. (8) A schematic diagram showing two “tracks” of

ionisation electrons drifting towards a signal-wire plane perpen-

dicular to the diugram. (b) A pair of signals seen on a wire * The arrows on the electric field lines indicate the diwx:t
carresponding to two “tracks” arriving displuced in time. electron drift, not the sense of the electric field.

i
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IDENTIFICATION OF SECONDARY PARTICLES ..

.» neichbourhood of the signal wites where amplifi-
_on takes place. If the signal-wire spacing is 4, then
_:h wire collects a charge proportional to the energy

« in a thickness of gas df. Considering now the
rent seen by each wire as a function of time, different
..icle tracks in general arrive at different times and
-srefore may be handled sequentially. Clearly sophis-
ated techniques are required but the problems can be
wed with available signal-processing methods.

The electronics associated with each wire of the
.sice does two things. The first is to record the time
: yrrival of each pulse so that the position of the track
-space may be known; the second is to integrate each
-rrent pulse such that a shape-independent estimate
‘ the primary ionisation is made. Each channsl
~rates independently in a self-triggered mode hand-
-z up to 20 or 30 tracks between read-out to a
mputer. ’ :

Drifting electrons over a few cm in non-uniform
#ds is standard practice in conventional “drift
~imbers”>). Some successful work has been reported
-olving drifting up to 50 cm in high uniform fields
- a single wire®). In this work we consider drift
-stances of the order of a meter. This allows a device
«th the largest solid-angle acceptance to be built.
Given an adequate electrostatic structure to main-
zn a uniform electric field, there are two principzal
ablems: 7
1) Diffusion. The primary electrons must not diffuse
:iing the drift time such that either they reach the
wzong signal wire giving rise to statistically correlated
amples (cross-talk) or spread along the drift di-
wtion thereby making it impossible to identify closs

ks,

2) Attenuation. The primary electrons must have 2
‘2z lifetime in-the gas, otherwise losses will dominats
zobserved pulse height.

These properties depend crntncally on the choice of
and its purity.

The diffusion of electrons in a gas depends on their
=an energy, k7., where T, is the electron tern-
mature” »8). One can show quite simply from kinetic
2ory that

o m I(zm) (ZIkT) )
ev el

“2re ¢ is the rms projected spread of an electron

1 the statistical analysis of the measurements the largar

Tierey losses must be excluded to remove the direct effects of

e Landau tail and also to eliminate the correlations intro-
il by long-range S-rays.

~48¢-30
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cloud due to diffusion after drifting a distance, /, over
a potential drop, V. This expression does not depend
explicitly on the electron mean free path. The electron
temperature is known as a function of reduced electric
field, x/p, for a number of gases®) as shown in fig. 4.
This shows that CO, is much more efficient at cooling
the electrons than the other gases shown. It 1s well
known that due to the Ramsauer-Townsend effect?)
argon is almost transparent to electrons at thermal
energies. As a result, in argon-CO, mixtures the
behaviour of the electrons should be determined
solely by the partial pressure of CO,. Thus considering
an argon -+20% CO, mixture these data allow us to
predict the value of ¢ after 2 1 m drift for various
electric field strengths.

We have measured the dlf’usxon by studymc the .
dispersion in arrival time of electrons in a blob
originating from a 55Fe X-ray* and collected on 2
proportional-wire plane after drifting 8.5¢cm in a

* The range of a primary electron from the conversion of a
5.9 keV X-ray is less than a few tenths of 2 mm in argon.
We therefore consider the blob of electrons to start localised
at a point.

(FromWarren & Parker PR 128, 2668)

/Argon

1.0 4

Electron
Temp
(ev)

0-14

Room temp

-

10 50 100 50 10
KVimetre at 175 atmospheric

Fig. 4. The clectron temperature as a function of electric field
for various gases at Ith atmospheric pressure. The curves
represeat eyeball fits to the data quoted in ref. 8.
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Fig. 5. The expected and observed effects of diffusion after drifting I m 3““‘ 8.5 cm in argon+20% CO».

auniform electric field®). Using the measured drift

velocity (sze fig. 7) we obtain o and eq. (1) allows us to

extrapolate to 1 m. The results are shown in fig. 5. We
have also measured the lateral dispersion of the
bunches by comparing pulse heights on adjacent wires
separated by 2 mm (see fig. 5) but note that this is
susceptible to cross-talk effects. We find excellent
agreement between the two methods and with published
data on electron temperatures®). Values of ¢ between
1.5 and 2.5 mm apply over a wide range of electric
fields. This means that the position of the blob may be
measured to approximately 2 mm but that for two
blobs to be integrated to the 1% level they must be at
- least 1 cm apart.’

Unfortunately CO, catalyses the attachment of
electrons to residual oxygen and the rate is given by'%)

v = (3.1+0.3)x107* % [0,]x[CO,]s7 !,

where concentrations are expressed in molecules
per cm®.

With 20% CO, this is expected to be the dominant
cause of electron loss. With 2ppm of oxygen it
predicts an electron lifetime of 1.4 ms. With the ob-
served drift velocity gas of such a purity should
therefore give an attenuation length of 20-30 m.

We conclude that argon/20% CO, is a suitable gas
mixture to use.

3. Tests -

. To confirm these expectations we h~— buil:
device with a 1 m drift path (fig. 6). 1. .
was vertical and surrounded by guard planes cos
to a resistor chain to ensure uniformity. At the ¢
2 30 cm x 30 cm proportional chamber wit!
30 pm diameter stainless-steel sigrial wires

1.5cm apart. The high-voltage planes wes

above and below the signal plane* and were
at 2130 V. Each channel contained a pre-amp-
an 8-bit CAMAC ADC unit, The ADCs were
discriminator logic looking at one or mos-
signals. The tests were carried out in the P71 &

-at the Rutherford Laboratory with particle

cation by time of flight, a Cherenkov counte.
shower counter (see fig. 6). A geometrical - -
defined by the passage of a particle through
finger counters placed in front of and bek
chamber in coincidence with other beam cour
in the absence of other beam or backgrour
within +10 us. The data were collected by

-with an on-line display and written out on

tape. Further processing was done offline. *
chamber which was positioned at a vertical
the beam was raised and lowered on a hydrau:

* With this geometry the induced-pulse

cros~ 1k is
to be small. .
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so that the beain could be passed through the drift
volume at any desired height. The premixed argon/
20% CO; was flushed continuously through the
chamber, one of the double walls acting as a gas-inlet
manifold to ensure efficient flushing of the whole
volume.

Fig. 7 shows the results of measurements of the drift
velocity at various drift field strengths. These were
made using a time-to-pulse-height converter and a
1000-channel pulse-height analyser. The data show a

" linear dependence of the velocity on field strength
characteristic of thermalised electrons. During this
study we observed a change in the drift velocity with
high beam intensities and gas amplification. This has '
been related to the presence of positive-ion space
charge in the drift region®?). A 3% effect was observed -
with G@~ 5x 107, were G is the gas gain and @ is the
flux in particles per second. .

. We have studied electron attenuation using a gas
mixture assayed to contain 80-100 ppm of oxygen. The
experiments of Pack and Phelps!®) predict an electron
lifetime for attachment of 28-35 ps. Fig. B shows how the
peak of the pulse-height spectrum varies as a function of
drift time. Data taken with different drift voltages lie
on the same line and correspond to a lifetime of 35.3 ps.
We conclude that the electron loss mechanism is that
studied by Pack and Phelps and that oxygen contami-
nation of 2 ppm corresponding to an attenuation length
of 20-30 m is tolerable. In fig. 9 we show the single-
wire pulse-height spectrum obtained using a gas
mixture with less than 2 ppm oxygen. The beam was
1 GeV/c =™ and the drift voltage was 50 kV. The three
spectra correspond to three- different drift-path

S T .
| 20wireRC. Assembly ‘ s To ADCs SAMAG 15 pppg
1-5em spacing : §7 f {4 (20 Channals)

Double wall gas '

containar
NI
!

. /
E2y i paany g nen. ]
 Joligl ol R b 1 ADC Gate
T T T T T Tt To HI.-VE
Resistor chain ] — - 2KV
—_ A 1000 Channet
Guard planes 1 . y ‘TS:? BPH.A
T £ _ SO (start) For drift velocity
‘ o measdrements .
E f_:j - Gromatrical
] - trigger
= o Shower
ﬁ st 1 4 ‘fu ! tmetre 52 Beam Eerenkay 0 cri-:nter
Y - T n,80 80080500 S o > : T { I.Jl Y - ij
—_ To geometrical )
30¢cm s
; . PN A esbul NP S trigger : To
To1OF _ ? 58 108

L voent -ve(-soxv)

i Hydraulic  Lift T
6. {top) The prototype during construction. The proportional-plane assembly is near the top. (bottom) Schematic diugram of
prototype in test beam at Rutherford Laboratory.
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lengths, and arc compared with identical reference

curves. No effect of drifting on elther the pzak value or
the width of this Landau distribution is apparent.

" In fig. 10 we compare the width of the distribution

with that measured in conventional MPWC filled with

argoa/7% methane for pions of the same momentum?!).

The ISIS data was a fiwhm of 83% compared with

Drift Velocity in Argon /203 % Coy
Vd, tm g sec Measyrzmeantsin 1SIS

304

§SOkV
2.0

“souv
¥
LIky
1-64
pE
, 0 ¢
T ¥ [ 3 T T L ¥ T T 4
[} B -2 -3 A -5 -5 -7 -8 «5 1-0
*Ip Volts [ cm terr
Fig. 7. Drift-velocity measurements.
PULSE HEIGHT x DRIFT TIME
N 80 -130 ppm of O,
\ {impure gas)
BsoKY
O L0KY
1.0

T = 35-3pSecs

irmplying 78 zpm Oy

0.4

8 e T
10 15 2C 25 32 35
TIME IN uSEC

Ll

Fig. 8. Measurement of ¢lectron lifetime in arzon/20% CO> in
=4 = B -
the presence of residual oxyvgen.

W. W. M. ALLISON ¢t al.

96%. This may be understood in tesris of the comts
effects of double-particle data in the MWwPpcly
emerging from the walls of the MWPC!
talk in the ISIS data. o
In ﬁn 11 we show the single-wire sample dbtl’lbuuc
for ™ and protons in a 1 GeV/c beam as measuger
the chamber after a drift of 86 cm in a field of 50 k,
The distributions should peak at energies in the"

'1.05/1.6 (see fig. 1) as indicated by the dotted "

The agreement is excellent, ;
- Next we looked for the effects of c:hﬁ'usxor{.j
proved difficult in our apparatus due to the
length of track seen by each wire (1.5 cm). By stu.
the rise time of track pulses after drifting 85 ¢-
were able to establish 2 conservative upper lmx '
of 5 mmatafield of 40 kV/m. In addition if we at-
all the observed cross talk (20%) between .~;'
bouring samples we get a limit of 4 mm. Botk
results include systematic effects inherent in the .

J-OG-ch pions _in l.SiS at 50 kv, 1“"
2ppm_0, Lo

dEldx —> -

Fig. 9. The pulse-height spectra observed at different - dr
distances with identical superimposad curves to guide the &y
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~the prototype and we believe that the diffusion is
wectly described by our earlier results shown in

.3

_ Design of an ISIS chamber for use with a

rapid cycling target

we have used the actual data for the energy loss in
~sem of gas as seen by a single wire in ISIS for
1 GeV ¢ pions to make a Monte Carlo study of the

2745
A
wo : !

MWPC data

dEldx —>

: 10. A comparison of the shape of the spéctrum of ISIS
22 with comparable data from the experiment of ref. 1. The
scales of the two histograms have been adjusted.

.37
Enzrgy spzctrum for pions & protons
ol 10 GeVic in 1SIS S0k¥ 8Scom of drift
ot

protons

=

dEidx ~——>

~ . The observed ionisution-energy spectra for pions and
ons ut | GeV/e. The relative separation expected from fig. 1
) is shown by the dotted lines.

42 d-2K
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esolution attainable by a large device with many -
channels. We plot the ionisation resolution against the
total device length in fig. 12. To reduce the effect of
the Landau tail we used as estimater the mean of the
Towest 70% of the samples generated for each track.
Studies showed that for a wide variety of detector
parameters the percentage used mattered little provided
it lay in the range 50-80%, and we calculate that a cut
of this size should be sufficient to remove the effects of
long-range d-rays. In the calculation of the crosses in
fig. 12 we have included a 15% cross talk from sample
to sample. In fact it makes ratherc little difference. To
maximise the angular acceptance the device must be as
short as possible consistent with the required resolution.
Similarly the sample size should be short enough that
wide-angle tracks do not generate broad pulses which
will not be integrated correctly. For these reasons we
choose a 1.5 cm sample size and a total active device
length of 5 m (330 samples). The expected ionisation
resolution of 6.2% does not differ significantly from
that derived from the analysis of Lehraus and co-
workers®) for such a device. The corresponding
separations of X/r/p are shown in fig. 13.

We now turn to the design and position of an I1SIS
chamber with respect to a rapid cycling target (RCT).
Such a chamber is shown in fig. 14. The device is

18 COMPARISON OF DEZ DX RESOLUTION
WITH MWPC & IS1S ’
15 Tmwee
3cms:
14 A MWPC 4.5cm sample
x=151S resotution
=52 with 1.5¢m sample
; & 15% cross tatk
i - :
5 10 -
c
°
3
o 4
g 8
MWPC 1-5cm sample |
6
* x
4 4 e :
* 1GeVie pions. Mzan of lowest 70%
2 4
T T T T ¥ 1 ¥
0 1 2 3 4 5 6 7

Device lzngth {(mztres)

Fig. 12. The ionisation resolution predicted for devices of
various lengths based on the data of ref. 1 and of this experiment.
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‘ ‘6-2% FWHM RESCLUTION FOR 10 GeVic SECONDARIES
protons kaons ‘ pions
10 i s
0-84
0.6
0-4
.0-2-
f g U

15 16 17 18 19 20 21 22 23 24 25  dEfdx
L . Arbitrary scale

Fig. 13. The separation expected with a 5 m deep ISIS device at 10 GeV/e.

Uniform
electric
drift field
Partlcles
- Fig. 14. The geometry of an ISIS behind an RCT

4m wide, 1 m high and the 5m depth would be folded horizontal plane for an appreciable fraction of
divided into 5x1 m modules or tanks. The upstream the 5m depth will not be identified — in fact this is
end of it is Sm from the centre of the RCT, which expected to be an unusual occurrence. OF course no
might be an 80 cm diameter chamber with a 3T vertical-position information on each track js obtained.
magnetic ficld. Even without allowance for any iron In this device at the cost of the ambiguity between
the magnetic field gradient due to such an RCT is less  the left and right sides of the apparatus each and every..
than 25 G/m at 5 m — at least a factor 2 below having  track is sampled by each and every signal wire and its
any effect on ISIS. The left and right halves of the associated electronics. This has the advantage tha&
detector are formed by two 2 m drift spaces with a  systematic effects of imperfect calibration are mink
common central wire plane. All secondaries above mised. Further, since each channel sees the non-
about 2 GeV/c will enter the detector to give up to interacting beam tracks, each may be momtored durm?'.
330 transverse-position measurements on each track an experiment.

to an accuracy of 2-3 mm*. Those above 5 GeV/e will
remain within ISIS for its whole depth and will bz 5. Conclusion 1
identified. Tracks within 1 cm of one another in the The physical pnncxples of a device to Idcntlf:l;’
* To extract position information from the time of arrival of the particles from 5-100 GGVIC with hWh efhcxency hmc i
drift. electrons the precise time of the event must be known. been established. The effect of Space ChaI s€ limits [h: &
average particle flux to a few x 10* per second (wnlho'»

This pattern recognition problem is made easier if the events ‘
do not overlap within the memory time of the device (~100 p15).  pulsing the amplification voltage). We are undertaki Y
R
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sited studies in relation to a rapid cycling t'lrget
-usc with beams up to 400 GeV/c, where such flux
__,muons are not a problem. Work is in progress on
» construction and testing of prototype electronics
-4 the required multitrack capability.

we would like to thank the Rutherford Laboratory
- their support and acknowledge the assistance and
ice of Dr G. Parham and Dr J. H. Mulvey. Finally,
. thank the Nuclear Physics Laboratory main
wkshop for their enthusiastic efforts and Mr P.
~izld for his work on the electronics.
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Appendix F

CERN/D.Ph.II/RCBC 75-6
20 May 1975

This proposal, which was submitted by the Oxford Group to the
Rutherford Laboratory Selection Panel, contains new information on

ISIS and it is therefore distributed as an RCBC note.

W.W.M. Allison
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1DENTIFIED PARTICLES IN HIGH ENERGY INTERACTIONS AT THE SPS

CERN-ORSAY-Oxford**-Rutgers-Stockholm

(**W.W.M. Allison, J.L. Lloyd, L. Lyons)

1. - Introduction

2. Physics PhilosoPHy

3. The apparatus

4. Status of Particle Identifier, ISIS
5. Timescale and support required
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1. Introduction

This experiment has been proposed to the SPSC at CERN (CERN/
SPSC/75-15 P42 attached) to be run in the Norxrth Area in 1978/79.

After an open session presentation the committee appointed referees
(I. Butterworth, E. Gabathuler, A. Miller). It is expected that their
"reports will be discussed at the meeting at the end of May.

The full proposal is rather bulky and so in the next sections
of this document we give a brief description‘of tﬁe physics and the
apparatus - further details may be found in the fuli proposal. Following
this we describe the present sfatus of the OXerd Particle Identifier
(ISIS) ﬁhich forms an important part of the facility. Finally we
outline the support needed to complete ISIS, the technical assistance

required and the testing facilities needed.

2. Pﬁysics Philosophy

Strong interaction physics at SPS energiés is dominated by
high multiplicity processes with large cross-sections. In studying
physics in this range the experimentalist has a choice, either,

(a) to study exceptional processes which are in principle easier
to detect &nd easier to interpret (e.g. high transverse
momentum, low multiplicity, lepton production etc.), or

(b) to study the unexceptioﬁal high cross-section interactions which
represent a major challenge for interpretation, but which,'af:'
the same time, are the meat of what actually occurs in strong
interactions.

Iﬁtensive studies (a) call for high fluxes of incident beam to achieve

the required counting rate on channels of interest. Equally important

is the use of an efficient trigger to reduce dead time losses. It is

[>X= I
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often nécessary to trade some systematic losses.to optimise these flux
and trigger requirements. Most SPS experiments currently proposed are
intensive in character. |
Extenéive experiments (b) concentrate on collecting bias-free data
for many channels simultaneously. Tight triggers are avoided as a
source of possible bias and a high data rate is achieved with a very
modést incident flux. In the case of high multiplicity events the
effects of relatively small systematic losses due to acceptance
or close track problems caﬁ be Severe.' To avoid bias in the detection
of 10 or 20 prong events a very high degree of spatial redundéncy.is
needed ih_thévtrack measurements. As a result the amount of data ™
needed for each event is extremely large and to handle this rapidly
is very expensive.

| This proposal is for such an extensive study of 200 GeV/c ©~

‘with hydrogen. The apparatus consists of an 80 cm 30 Hz rapid Cycling

bubble chamber at the head of a spectrometer and is well suitedfor use

- with other extensive experiments. Indeed 3 other proposals are currently
befére the SPSC and other letters of intent have been received.

The efficiéncy with which high multiplicity events can be
handled is complicated by the requirement that,»in addition to measuring
the vector momentum of each outgoing particle by magnetic analysis, the
mass or velocity must also be measured. Below about 1 GeV/; the
tréék density of each charged secondary in the bubble chamber provides
the necessary information. Above this momentum a major contribution can

be made by the Oxford "ISIS" (Identification of Secondaries by Ionisation

Sampling).



In extensive studies to date in the FNAL 30" bubble chamber

there has been an almost complete lack of particle identification.

As a result it is not even possible to nake a Lorentz transformation

to the centre of mass system except in the appfoximation that all fast
charged particles are pions., While this approximation is almost true,
it is the belief of this collaboration that it is just in the departures
from this approximation that most of the useful physics information
resides in brief, that multiparticle hadron physics should be studied

sy concentrating on the role of strangeness aﬁd baryon number as a probe
of strong interactions. Neutral kéons, wvhile a useful adjunct, have
disadvantages compared with charged kaons. Thay are observed with less
than 30% efficiency,.their strangeness is ambiguous and in certain cases
not.more than one kaon of a pair may be opserved (as in ¢° decay).

The experimental proposal should be compared with the ideal of
accurate momentum determination-and efficient particle identification
over the whole of phase space for charged particle multiplicities up
to 12 at least. Of course it falls short of this ideal but we believe it
will be substantiaily better than any other exisfing or proposed at CERN

or FNAL and as such is essential if extensive studies are to be undertaken.

3. The apparatus

The apparatus consists of:-

(1) A rapid cycling hydrogen bubble chamber, RCBC

(2)  the Oxford particle identifier, ISIS

(3) a multicell Cerenkov system for slow secondaries at wide angles
(4) sets of drift and proportional chambers and a downstream bending

magnet for improved resclution
(5) 3 sets of beam defining chambers and a Cerenkov counter £9r

identification of the incident particle.
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The layout is shown in fig. 3.0 (page 33) of tﬁe full proposal and is
described there. The bubble chamber provides the features of high

spatial redundancy and high geometrical efficéincy for all tracks, good
momentum resolution and particle idéntification for low momentum tracks.
The downstrcam specfrometer and ISIS provide good ﬁomentum resolution and
ﬁarticle identification respectively for high momentum tracks. For

tracks of intermediate momentum important additional reslétéion is provided
by the bubble chamber magnet which is significantly bigger than the |
chamber itseif on the downstream side. Particle identification coverage

is improved by the use of the multicell Cerenkov .counter. The latter is
in fact being redesigned as two separate tanks with a gap for the higher
momentum tracks to pass between. This and other developments in the design
of the experiment are to be described in:an addendum to the full proposal.
This should be completed by mid-May. | |

How does this spectrometer neasure up to the ideals of high
efficiency, good resolution and complete particle identification?

The situation with respect to momentum is shown in Fig. 3.6.1
(pagev37) and 3.7.2 which, when combined with.the proven ability._gf
bubble chamber photographs to resolve close tracks, léaves the main
difficulties in the region éf particle identification. There are two
aspects of this, the geometrical efficiency of each stage of particle
identification and the confidence with which the identification can be
made when the particle enters the detector. A full study of the combined
systém is in progress and will be repozted in the addendum.

Fig. 1 of this proposal shows the momentum ranges over which
separation of kaons, pions and protons is possible. 1In the.range 3-5
GeV/c there is significant overlap bctween the capability of ISIS and
the Cerenkov counter. This is necessary'because of the difficulty

of achieving a high geometrical efficiency for these dispersed tracks
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in 151S. The logafithmic mementum scale is chosen to give a realistic
picture of the relative importance of different momentum ranges in terms
of secondary particle flux (éee Fig. 3.7.2 following page 39).
The ordinate of Fig. 1 represents the purity of_an identified sample
of kaons of protons associated with & flux of an order of magnitude more
pions. In some cases useful physics may be done with equal fluxes
(dashed lines in Fig. 1). For instarnce, most t}acks above 50 GeV/c
involve leading particle or diffraction dissociation effects where
ambiguities are characterised by simple choices e.g. a K+/Tr+ pair.
In any case above iOO GeV/c the efficiency of ISIS suffers some losses
‘due to overlapping tracks. In our view the most serious losses are those
in the K/w scparation from 0.7 to 1.8 GeV/c. These would not be
separated by ISIS or the Cerenkov counter even if they could be extracted
from the magnet. We have to admit failure in thié region. The
poor quality of the K/p scpﬁration is less important since the proton
flux abofe 1 GeV/c Qiil be §ma11 and the resulting contamination of
kaons likewise.

Finally we note that there is plenty of room in the spectrometef-
for the addition of further apparatus to detect forward s (this is
.the subject of active work by the Padua group), a Cerenkov counter for
leading particle triggering (as proposed by the Cambridge group) etc.

However, we do not regard these as being essential to the P42 proposal.



- 10 -

4. Current status of ISIS

The performance of ISIS claimed in the preceding section depengds
on two separate properties:

é) its abliity to handle a large number of simﬁltaneous tracks
over a large area, and

b) its ability to resréve'diffefent velocities in the region
of the relativistic rise of ionisation loss in argon.

The_principles of ISIS are described on page 60 of the full proposal.
Over the last 2 years extensive tests have been made and the.present situa-
tion is as follows:

Property z). Problems of #iffusion, attenuation, drift‘velocity
etc. have been studied extensively with sources and éharged partiéles
(W.W.M. Allison et al., Nucl. Inst. and Meth., llg_(1974) 499 and further
tests in J.H. Cobb D. Phil thesis (1975) Oxford). - The status of the- |
eleétronics and its ability to handle multiple tracks is discussed below.

‘Property b). This depends on three things: (3) the magnitude

of the relativistic rise, ii) the shape of the Landau distribution or
energy loss spectrum of single measurements and (iii) the ability to make
a large number of independent measurements (~300) on every track without
being limited in regolution by systematic effects. These three aspects
were the subject of a test experiment performed by the Oxford group at
FNAL in January and February 1975. (FNAL experiment 327).

In fact it has been. known for many vears that measurements of (1)
and (ii) are in poor agréement with accepted theoretical calculations for
- thin gas samples. A frogramme cf improved thooretical calculations is in
fact_in hand at Oxford. In any event the results of the FNAL measurements
permit us to make reliable statements about the particle identification

that can be achieved. Fig. 2 shows the separaticn observed with raw data

‘
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between pions and protons of 25 GeV/c. The spectra are the distributions

x

of mean® ionisation for protons and pions as identified by a Cerenkov

counter, The ionisation 1is sampled 58 times on each track over 90 cms -

i

this is to be comprred with 330 times over 500 cms in the final ISIS.

In table I we give some preliminary results on the difference between
7 and proton as observed and as expectsd according to our theoretical
calculations. The agreement is encouraging. We are not in a position to

quote errors on these numbers until the data has been fully calibrated

and checked out. A typical Landau distribution is shown in fig. 3.

TABLE I
n/p ionisation ratio Experiment Theory
| 9 GeV/c : 1.21 (EPI group) | -
25 GeV/c 1.18 1.17
50 GeV/c - . o 1.16
"100 GeV/c 1.10 : 1.09
150 GeV/c 1.07 ' 1.06

To estiﬁate the theoretical resolution, AI, of a full scale ISIS we may
sample!by Monte Carlo from this distribution 330 times. Thewconfidence
levels of fig. 1 were computed by comparing AI with the theoretical
difference of ionisation for w/X and protonlof known moéentum.‘ Is this
realistic? This cannot be answered for certain singc.we have still to
build such a device. What we can do however i$ compare such a AT computed
by Moﬁ£e Carlo method for a 58vsample device with the resolution actually
observed at FNAL. The experimental value of Al was 18% larger than the

result of the Monte Carlo calculation. We expect this discrepancy to be

* In order to remove the effect of the Landau tail the abscissa is in fact

the mean of the lowest 35 measuremcents cut of the 58. This gives close to
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further reduced when better correction for gain drift during the runs due

to tenperature and pressure variation becomes available. The results.

of this experiment and therrelated theoretical calculations will be published
in due course.

A full discussion of the electronics as currently designed will be
included in the proposal addendum. We present here a brief summary of the
present status. Each sampling channel, of which there are-SSO, operates
essentially independently of_the others. It has to be able to integrate
the track signal for up to 32 traéks{?ncluding background}with systematic
"~ effects not exceeding 1% and record the arrival time of trac¢ks in a 400
position bit map. The collection (drift) time is‘SO p secs and thus the
bit map is scanned at 8 MHz and each slot representsls nms in space.

Eéch track profile is integrated for 250 n secs which is calculated to
provide a shape-independent pulse height at the 1% level for the shape
variations expected from diffusion and track inclination to # 25°, Ab
block diagram of the electronics is shown in fig. 4. The modest bandwi&ths
involved mean that most of the problems can be handled by standard tech-
niques. Thére are a number of areas where work is or remains to be done.

B EY) The multi ADC (MADC) which integrates up to 32 separate pulse
heights each on its own capacitor and then digitises them sequentially

(one digitiser per channel) during the read out phase. Such a unit has

been built and tested in Oxford with test pulses and signals from a

jos

proportional chamber illuminated by an Fe source. Pulse height memory times

than is needed can be achieved and

4

at least one order of magnitude longe

cross-talk problems can be made negligible, None the less much further

work remains to be done.
(2) The signal-to-noise ration zs far as it affects the trigger circuit

gn of the preamplifier and

el

depends on the gas amplificaftion factor, the des

the bandwidths., This is under intensive study by computer simulation,
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(3) ' The use of differential input to the preamplifier using high
voltage and signal wires. This is being studied as a method of reducing
both external pick up and also capacitative coupling.between channels.
Féilure to understand the létter problem caused serious (but recoverable)
deterioration in the quality of the data from the FNAL experimént. |
(4) Gain switching. To avoid the build up of space charge in ISIS
(see proposal page 62), it is necessary to '"turn off" the gas amplification
of the electfons at the signal wires by lowering the amplification voltage
by a few hundred volts, except during the bubblelchaﬁber sengitive time
when the voltage stability must be * IV to ensure * 1% gain stability,
Design work remains to be done in this region.

The structure of the chamber itself'will incofpérate the results
of useful éxperience gained with the FNAL chamber. The most important
of these is the use of a single wire plane incorpofaﬁing both HT and signal‘
wires. The former provide control of the gas amplification independent
of the‘drift field, improve the electromechanical stability of the plane
allowing the use of 2 metre long wires, act as é screen between neighbour-
ing channels and remove the difficulties associétéd with multiplane geome-
tries. Wire.gain uniformity of 2% was achieved in the ?NAL chamber,

Work remains to be done on other aspects of the chaﬁBer desﬁgn,
safeti,envirénmental monitoring, gas héndliﬁg,.calibration, tésting and
debugging, surveying, computer interfacéjégoftwarebalthough important

steps have been made towards understanding the problems in most cases.
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THE IONISATION LOSS OF RELATIVISTIC CHARGED PARTICLES
IN THIN GAS SAMPLES AND ITS USE FOR PARTICLE IDENTIFICATION:

I THEORETICAL PREDICTIONS

J.H. Cobb*,, W.W.M. Allison, J.N. Bunch

Nuclear Physics Laboratory, Oxford.
it

(Submitted to Nuclear Instruments and Methods)

Abstract

A brief review shows a significant discrepancy between available data
and theoretical predictions on the ionisation loss of charged particles in
thin gas-filled proportional counters. The diéérepancy relates both to the
increase of the most probable loés at relativistic velocities ('"relativistic
rise") and to the spectrum of such losses at a given velocity (the "Landau
distribution'). The origin of this relativistic rise is discussed in
simple terms and related to the phenomena of transition radiation and Cerenkov
radiation. We show that the failure of the predictions is due to the small
number of ionising collisions in a gas. This problem is overcome by using a
Monte Carlo method rather than a continuous integral over the spectrum of

single collision processes. A specific model of the atomic form factors is

used with a modified Born approximation to yield the differential cross-sections

needed for the calculation. The new predictions give improved agreement with
experiment and are used to investigate the problem of identifying particles
of known momenta in the relativistic region. We show that by measuring the
ionisation loss of each particle several hundred times over 5 metres or more,
kaon, pion and proton separation with good confidence level may b¢ achieved.
Many gases are considered and a comparisdn is made. The results are also

compared with the velocity resolution achievable by measuring primary ionisation.

* Now at CERN.

L



Introduction

The mean energy loss of high Veloﬁity charged particles in thin
absorbers is a function only of the velocity, B, of the particle and not of

. 1 . s . . .
its mass( ), In fact it is more convenient to consider its dependence on

Pinc = gy = B(1 -82)"? W

In terms of this there are three relatively well defined regions:

(a) For P/mc < 4, the familiar non relativistic region in which the energy
loss goes like l/82 for all media.

(b) For P/mc > 4, there is a slow logarithmic increase (the "relativistic
risé”) which extends up to a value of P/mc depending on the nature of
the absorber and its density.

() A flat region beYond the region of the rise where no further increase
takes place (the "Fermi Plateau"). |
In this paper we explore what is known about the logarithmic increase

and the plateau region as observed in thin gas counters and how it may be

applied to the problem of particle identification at high energy.
In section 2 we review existing data and current models. In section

3 we discuss the origin of the ”relativistic rise" and other relativistic

phenomena in terms of simple models. In section 4 we set up a specific model

for the calculation of energy loss spectra and in section 5 we apply it fo a

variety of gases. These results are used to estimate the particle identification

efficieﬁcy of ionisation sampling chamberscz) with different gas fillings.

2. Status of Theory and Experiment... . .. . .

The experimental and theoretical status of the relativistic rise region

has been reviewed by Crispin and Fowler(l). In the case of measurements which
can be simply related to calculations there is good agreement for dense

materiale for whierh +ha ralatcvicFie “tmereace vrarelv aeveeede 202 Some
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difficulty surrounds the interpretation of emulsion and bubble chamber. data since
they are not relatéd in a simple way to-the energy loss. This is not serious.

In the case of ionisation loss in gases on the other hand the interpretation of
the measurements is simpler but the discrepancy with calculation appears

large.

Fig. 1 shows the results of a variety of measurements of the relative
jonisation loss of relativistic ﬁarticles in thin proportional chambers filled
with argon at 1 atmospherecs-sl. The dashed curve I has been calculated
according to the model of Sternheimercé) for the most probable ionisation loss
in a chamber 1.5 cms thick. The measurements favour a relativistic rise of
about 50% whereas the model predicts about 70%(5’7). Fig. 2 shows that the
discrepancy goes further. The histogram is the observed ionisatioﬂ loss
spectrun of 3 GeV/c 7 in 1.5 cms (2.7 mg/cmzj of argon(s’g). The !
distriﬂution is remarkable for its width and long tail. Curve I is the prediction
of the original Landau theoryclo) which is used explicitly in the derivation
of the most probable energy loss (curve I in Fig. 1(6)), It is an extremely
bad fit to the experimental distribution. The model of Blunck and Leisegang(lz)
does ﬁot fit the data either (curve II). The reason is cléar. The number of
jonising collisions. is small (v30/cm) and the most probable energy loss‘cannqt ‘
involve any contributibn from inner electrons with large binding energies(lll,
For instance, in argon the most probable loss is about 2 keV per cm, whereas
the K shell binding energy is already 3 keV. This shows that we should try
first to abandon the use of a '"mean ionisatign potential' and work with a B
specific spectrum of atomic oscillator strengths and second to replace the
continuous integral over possible collisions by a corresponding random

summation of discreéte energy losses by a Monte Carlo method. Ispiryan(ls) et al

have already‘shown that the technique gives improved agreement with the Landau

distribution.



3. The Origin of the Relativistic Rise

Before pursuing quantitative questions further we pause to discuss
the origin of the relativistic rise and the Fermi plateau. This will
suggest qualitatively what rise we can expect in particular gases. In
section 5 we confirm these expectations with detailed calculations.

The electromagnetic field of a relativistic charged particle can be
represented as'a Fourier integrai over plane waveycomponents with wave number g,
frequency w. The energy loss process involves the scattering of one of these
virtual photons by the medium resulting in an energy loss 4w and momentum
transfer fig. The interaction through virtual lonéitudinal photons(g_parallel
to g) represents the instantaneous coulomb interaction and is effectively |

(15). The increased range of the transverse

constant at high velocities
photons on the other hand is responsible for the "relativistic rise" of the
‘energy loss.

These virtual photons have a very broadvépectrum simply because they
relate to the transform of the field of a point charge. This broad spectrunm
leads in turn to sigﬁificant ionisation cross-sections over a wide range of
energy transfer even for atomic eiectrons with a unique binding energy. In
considering a finite, thickness of absorber we sum over all energy loss processes
including the large energy losé collisions which have a low pfobabi}ity. The
latter are responsible for the iong tail observed in the energy loss spectrum
shown in Fig. 2.

Why does the interaction through transverse photons increase and then
saturate? It is well known that in vacuum the electric field of a relativistic
particle expands in the transverse dimension as y increases as a kinematic
consequence of special relativity. In a medium on the other hand this increase
does not continue indefinitely. .The effect of the medium may be described by

a screening length, 4, which is the Compton wave length of the renormalised

photon in a medium of dielectric constant e(w). In simple terms, since

AT AT ey o Y m e e + . . -
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photons have mass, M, given by

- o |
o a Vet B o ey 2)
c ‘ .

where v is the group velocity at frequency w. Exchange of such quanta will

be characterised by a range equal to the Compton waveiength:

. ' ‘ 2. -1
=T -fa- &G oM ®

At high frequenciéé when the binding energy of the electrons may be neglected

this reduces to
) c '
x == 0

where wp is the plasma frequency. We may compare this screening iength with
the maximum impact parameter for which the collision is sufficiently 'sudden"

to transfer energyﬁm to an atom. Jackson shows that

v
b =V
max  w

It follows that we may expect the relativistic rise due to the increase of

b___ to saturate when b = % or when
max max
w ionisation energy
VY e—— =
BY wp plasma energy (5)

in the high frequency case.

Before discussing this result we derive it in a different way(g) which
brings out relationships with the phenomena of Cerenkov and Transition
Radiation and is based on the Uncertainty Principle. A virtual photon associated
with a particle of velocity Bc along the x-axis must itself have a phase
velocity Bc aldng x. Otherwise it would not be seen to an observer travelling

in the particle frame as a component of a static coulomb field. It therefore

has a momentum projection along x given by

_ o
Py = Bc . (6)



The range of such a virtual photon is given by Heisenberg's Uncertainty

Principle:

R =/ﬁ

x = 1hp, (7

where Ap, is the difference between its momentum and that of a free photon in

the medium travelling in the same direction, ¥, with the same energy, fw.

do A ’
AP, =-é% - Ee- g cos | | A(S)

where 4/8 is the refractive index of the medium. This gives a range

- AT cospy! (9)

Of course, when 1/6 = Af;'cos ¥, the range is infinite (for real €). This

™| =

c
R, =—
X ¢
describes Cerenkov radiation.

Making further approximations to emphasise the dependence on velocity,

we have

2c 1 2 .2.-1
W

where we have taken ¢ small, y = (1 - 82)-1/2 large and e = 1 - 52. This
formula is the same as the expfession for the 'formation zome' discussed byv
Garibyan(14) for transition radiation. It shows that the range of virtual
photons’increases with v until vy is of order E_l, where for high frequencies
g'l =~ fiw/plasma energy. So again we expect the relativistic rise to give way
to the Fermi plateau region when

ionisation energy |, (11)
plasma energy

-
This suggests that the largest relativistic rise will be seen in

gases because of their low plasma energies, especially those with high Z,

for which the ionisation potentials increase faster than the plasma energy.

Further, of those with similar numbers of electrons, the rare gases with the
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tightest binding will show the largest rise. In addition different electron
shells will saturéte at different values of y and calculations should take
account of this. 1In particular if measurements are made which effectively.
exclude the contribution from inner electrons - such as the most probable
ionisation loss in thin gas counters - the relativistic rise will be less

than conventional .calculations might suggest.

4, ~ The.Modei

Following Fano(ls) we start by considering the differential cross
section per atomic electron for the inelastic collision of an isolated atom

with the incident particle according to the Born approximation:

| , |
% _ 2ne” lFE,@)% |, 1P 8ED)] | , (12)
aQE ~ 7 TE @ - 21,2 |

where v = Bc is the incident particle velocity,

Q = hZQZ/Zm ~and m is the electron mass

(15)

F and G are inelastic form factors discussed by Fano We have
dropped some terms in Q/mc2 which are only important for large energy losses
and are consequently of no interest when considering thin absorbers.

The first term represents the interaction of charges and as such is
essentially constant in the relativistic region. It describes ionisation due
to the absorption of longitudinal virtual photons. Theée photons
have a range ml/q as in thé static coulomb field hence the denominator'Qz.
The second term is the cﬁrrent—current term involving the exchange of
transverse virtual photons. These two terms add incoherently because
they involve transitions to final states of opposite parity.

When q is small; dipole transitions will predominate and we can follow

Fano(ls) by approximating:



|FE,q)] 2 dE=(Q/E)f(E)dE ‘ o a)

and  |g,.G(E,q)|® & = 8,°£(E) dE E/2nc? (14)

. where f(E)dE is the optical dipole oscillator strength. The definition of

small q in this respect is
q < (electron orbital size)_l,

which is essentially: Q < Ei’ where Ei is the electron binding energy.

The longitudinal term is evaluated in two different regions:

(1) Low Q, i.e. Q < Ei with dipole approximation and the choice £(E) = G(E—Ei)
so
2 Q
|F(E,q)|“ dE = (“/E; )8 (E-E,)dE (15)
This choice satisfies the sum rule IEIFlsz = Q
(2) High Q, i.e. Q > E. with impulse or free electron approximation
|FE,q)|%dE = 6 (B-QdE - (16)
which also satisfies the sum rule.

Taking these two together and integrating over Q we get

do 4 E-E. 2 ' 2
L _ 2re  §(7 7i) 2my 2mv
i = 5 B log < for E < Ei and log B 7
mv i i i

do 4
a2 L erE s B, | (18)
dE 2 i

my E

" The 1atter‘being of course the Rutherford cross-section.

There are two important points here. The first is that our crude
approximations satisfy the sum rule, are consistent witﬁ the longitudinal
ﬁart of the Bethe Bloch formula_for theimean energy loss(g) and incorporate
some not too implausible low energy behaviour. The second is that, by using
the sum rule to intégrate over energy, traditional calculations avoid having
to make some of our crude assumptions. We are unable to do this since an

enerevy intecration is inannronti ate when +he dicerete eneroy 1oss collisions
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are few. This integration must be deferred to .the end of our calculation
and be carried out as a Monte Carlo process using the spectrum of energy
loss probabilities.

The transverse term only contributes significantly in the low Q
(15)

region and may therefore be evaluated in the dipole approximation. If vy '

is the angle between the virtual photon direction and the particle momentum,

we have
Bi = 32 sinz P and Q = Ez/va2 c052¢
Substituting we get'(ls)
d%s  2ne”  sin¥rE(E)d(cos?y) (19)
dE T 32 1.7 N
' Emv® (/8" - cos ¥)

This formula applies to an electron of an isolated atom rather than one in

a medium ~ i.e. in the approximation € = 1. To see how it‘is to be modified
we refer back to equation 9. The.denominator there contains a Ve factor
and a similar denominator appears in equation 19 representing the effect of
the finite range or propagator of the virtual photon. Instead of equation 19

we write:

| d20 - Zﬂe4 sinzw £(E) d(COSZW)
dE Emv2 (1/82 - ec052¢)2

(15)

- (20)

which is related to the formula given by Fano Further evaluation is

simplified by the observation(l6) that

£(EB) = —55— ﬂ m(e () (21)
2n e AN

where N is the electron density.

2 2 .. 2 2
do e w é$ sin"¢ d{cos )
= (w) (22)
dE EWﬁVZNv ' H% ) [1/82 - £(w) c052¢f2
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2 > 1
%% = 2e2 2,2 log [(1-6231)2 + 84851— /2
T v N le] 5 (23)
2 € .Be
+ [B” - > ] arctan >
|el l—B.e:1
by integrating cosziffrom 0 to 1 and taking & = 21 + jé%.'
For € we use
, ) £, |
e =14+ wp 5 5 = . : (24)
Eiﬁﬁz - - Jyie
ot

wheré we take Y, = E'. v. is the "width' of the effective ionisation level

which takes accountiof the finite kinetic energy ofAthe electron in the continuum
on the one hand and energy loss through excitation levels on the other.

This is crude but it is a significant improvement over the use of a mean

ionisation potential,

5, .Results of Calculations

We have calculated(l7)‘the energy loss spectra in 1.5 cms of gas
at NTP at values of p/mc from 2 to 2000 in powers of 2 and also 5 x 104. For
each gas or gas mixturé a knowledge of the atomic levels E; and the plasma
frequency were sufficient to determine the different parté of thebcross—séction
accdrding to the model described in the previous section. The results are only
weakly dependent on the values of E; used. Theﬁe are shown in Table I and
are taken from Sternheimer (1952)(6),» A simple Monte Carlo calculation then
gave the differential energy loss distributionvin 1.5 cms of gas. The fﬁll
' (9

curve in Fig. 2 shows the result for 3 GeV/c pions in argon The agreement

with the data is significantly better than for the Landau and Runck and
Leisegang models., By plotting the peak of the Monte Carlo enmergy loss distri-

bution as a function of p/mc, a prediction for the relativistic rise is obtained

T The results of calculations are essentially unaffected by other choices

€.8. Yi = 0,2 Ei°
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which is also in better agreement with available data. This is shown as
curve 1T on Fig. 1. Of course different experiments use different gas mixtures,
sample thicknesses and methods of estimating the peak or most probable ionisation

1(18) a comparison of the model with new data where

loss, We defer to paper I
these effects are treated in detail, However% neither in the case of the old
data nor in the case of the new is there any indication of a real discrgpancy
with the model.

Next we use the model to discuss the use of the relativistic rise in
different gases for identifying particles of known momentum. As discussed

(2)

elsewhere"", the combined effect of the slow rise giving little difference
betﬁeen masses and the broad energy loss spectrum giving poor resolution is

to require mére than 100 energy-loss measurements on each track if individugl
pions, kaons and protons are to be distinguished. In a second Monte Carlo
progfam we have simulated such a multiple sampling device and studied the mass
resolution that may be derived from the measurements on a single track. The
larger and less probable measurements (the Landau tail) contain little
information and only serve to degrade the variance of the smaller moré probable
measurements. Traditionally the peak of the distribution, the most probable
energy-loss, is used but this is notoriously hard to estimate with small

(5)

statistics, It has been shouwn that the resolution is close to optimum

if a fixed fraction of the measurements (20-50% of the largest) is discarded
and the mean of the remainder is used as the estimator. This is the method we
have used. Fig. 3a shows how the resolution of 330 x 1.5 cms samples of argon
varies as a function of this cut. Both this resolution and the corresponding
relativistic rise are rather insensitive to the size of this cut - in fact
according to the calculations the rise is only 3-5% larger with a 56% cut than
a 10% cut,. In all of the following results we have used a 40% cut.

In Fig. 3b we show how the resolution behaves.as a function of number of

samples and device length. Typically a 5m device with 1.5 cms samples is
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comparable to a 7m device with 3 cms samples. There is no easy cheap

way to get the required resolution (5-6%). A device of several metres depth
and several hundred samples is needed. In the real Qorld there are systematic
effects also. Fig. 3c shows the effect of‘a small amount of nearest

neighbour inter-sample crosstalk as simulated by the Monte Carlo piogram° The
effect on the resolution is small., These problems are discussed at greater
length in paper II(IS). In the following analysis we are concerned primarily
with the efficacy of different gases and therefore restrict our calculations to
a 5m device yielding 330 x 1.5 cms samples and ignore possible systematic
effects.

Fig. 4a shows the response* expected from such a device filled withi
argon and ex?osed‘to a mixture of pions, kaons and protons at 25 GeV/c in the
ratio 10:1:1., In this case we can identify particles with good confidence.

At 60 GeV/c on the other hand the'separation is marginal as shown in Fig. 4b.
An optimum cut between kaons and pions would result in a loss of about 10%
of kaons into the pion peak and the same number of pions misidentified as
~kaons. In order to make a definitive comparison between different gases we
-have calculated at what momentum the kaoﬁ/pion separation is 90% pure in the
above sense, |

‘For each gas and value of P/nic in turn we generated an energy loss
disfribution appropriate to 1.5 cms of gas at NTP (ZOQOO points). In the
second Monte Carlo program we simulafed 2000 traversals of the detector
~described above. Some of the results are given in Table II. We estimate that
the statistical inaccuracies on these results are less than 1%. For ref-

erence we have also calculated the value of the most probable ionisation loss.,

* The '"response' is the mean of the 60% smallest signals discussed above,
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(17)

The full results will be available elsewhere .

The rare gases are treated in the first section of Table II. 1In spite
of a big increase in the energy loss With atomic number the resolution is
essentially constant at around 5%. The relativistic rise on the other hand
increases from 40% to 70%. This is due to the binding energy which is |
increasing faster than the plasma frequency (see section 3). The kaon/pion sep-
aration limit which is 55-60 GeV/c for argon and krypton is 95 GeV/c for
pure xenon, (The lower limit for K/w separation is 1.8 GeV/c for all gases.)

The second group in Table II compares the first chemical period gases
methane, ammonia, neon and nitrogen*. The first three of these all have
the same plasma frequency. They show that as the binding energy increases,
so does the relétiviétic rise, while the megﬁ energy loss gets smaller. Tbere
is also an improved resolution when the binéing energy is smaller due to the
increased statistics of small energy-loss collisions, However, these
have a small contribution to the rise and therefore the K/7 separation limit is
still worse for methane and ammonia than neon.

The third section of Table II shows how gas mixtures behave. The
argon-carbon dioxide system is the example. It shows that the addition of small
quantities of a low Z quenching gas has a small effect. The ionisation of
gas mixtures is essentially additive in the Born approximation except for the
modification .due to the dielectric constant,

In the last section of Table II we show figures for the total ionisation
cross-section in the form of the number bf jonising collisions per metre of
gas ("primary ionisation'). -Davidenko(lg) has proposed that particles could
be:identified by measuring their primary ionisation in a streamer chamber
operating in the avalanche mode. The resolution of such a technique would
be limited under ideal conditions by Poisson statistics. In Table II we

assume such a limit and calculate the K/m separation limit discussed above for

* We ignore all chemical effects,



422~SD

"y1Suel >oeI3 SX3dW § B 03 XoFoI suoTiexedes pue SUOTINTOSOX pojonb 9Y3 uot3iestuol Axewtxd pue xp/gp yaoq oy

S8 LY°'T  %9°C %£°S  SPST ¥¥ST Z¥PT Z¥ZI 0SOT '~ ®N %0S/°H
S9 r°T  %8°T 41°C  L6¥S 98YS 0LSS SI6Z LSVZ ¢o) 40z /uoday
) *NOILVSINOI AYVWIUd

913U/ SUOTISTITOD

JO Joqunpy
9v°T  ¥6S¥ ¥SSy OTITv 899¢ ¥I0S 0s SP'T  %$.°€ %6°S  9ZZv L9TY¥ 6965 ¢£2SS G162 opIXOTPUOGIE)
ZS'T  vOPS $9SS 960§ STLZ wvee SS SS°T  %S°V %6°v  SZSS LzTS Z20S §§9Z 2ZSTZ 20D 40z /uosay
¥S°T  891¢ S0IS 168C S6VZ 290T SS 8S'T %8°F %£°S  S60¢ S66Z €847 80¥Z 1961 uo3day
. ISTUNLXIN
8V°T  SviZ $0LZ 0LSZ SS2Z 8S8T Sp 8V°T  %I'V %9°%F 9§92 895Z zSPZ PSTZ 8LLI ue8ox3IN
8S°T 0941 ¥ZLT 9I9T 08T LITI 0s PSTT %T°S %P°S  PILT 969T €8ST  G6SST SITI uoaN
P11  0L6T 9€6T SS8I ¥991 06¢1 Sy 6£°T  %T°V %C'v 6881 OL8T L6LT SI9T 9SST - BTUOWWY
LT 2661 8861 9161 +HhLT 6SPI 0s 9¢°T %6°¢ %6°'C  ZZ6T 8I6T IS8T S89T LIV ouBy3al
. g 10Iv¥dd ISyid
LT  ZPZ6 9TL8 8L8L V0L9 65SS S6 0L°T %0°S %S°S SZ206 18S8 ¥SLL SS99 £7SS uousay
ZO'T  S9¢9 9ST9 6695 SO06V 12Z6S 55 C09°T  %L'Vv %2°S 6619 8.6S 9¥SS 88.F 988% uoidAay
ST 891 ¢$0TIS 1682 S6¥Z 290C SS 8S°T %8°F %$°S  S60S S66Z £8.Z 80%Z T961 uosSay
8S°T 09T +2ZLT 9I9T 08ST LITI 0s PS'T  %1°S %P°S  PILT 9691 $£8ST 6SST SITI uooN
Zv°1  06¢ 68¢ CLS SIZE€  SLT SP IP'T  %6°% %Z2°S 6588 85S¢ VS 862  ¥Sz UNT1oH
: TTIVY

X . x .
LOTXS TIS 821 g % o109 0TS v 0TXS zIS 821 g€ % ue\m
asty (A®) SSOT UOTIBSTUOT  3JTUTT. osTY (WHMA) ueeuw (A®) sso1 uoT3ESTUOT
U.mu,w..:ﬁu..mﬂ@m m.ﬁﬂ.mn_.o.ﬁm ASOQ m\vm.u.mpw,ffﬂu.mﬂom Fo ﬁo..muSHOmom ’ uesut Uoumoﬁﬁ.ﬂh

dIN LV SVD J0 swd §°71 Hom\x@\mﬁfmo SNOILVINOTVD

.

ITI F74VL



14,

a helium/neon mixture and an argon/CO2 mixfuré. The relativistic rise is
smaller due to the equal weighting of large and small energy-loss collisions,
In dE/dx measurements on the other hand the large energy loss collisions which
show the larger relativistic rise are weighted more than the small energy loss
collisions. On the other hand the ideal resolution is much better than in
dE/dx measurements although there are major technical difficulties in
achieving this. |

Finally, we note that there is no discernible difference between the
relativistic rise of the most probable and the truncated meaﬁ ionisation. This
is related to the factvthat the shape .of the eﬁergy loss distribution does
not appear to change much as a function of p/mc. Fig. 5_shows a few of the

calculated relativistic rise curves.

Conclusion

The discrepancy between theoretical predictions and experimental
results for the energy-loss in thin gas samples seems to be resolved. Simple
qualitative pictures and detailed quantitative calculations together give
insight into the mechanism of tﬁe relativistic increase of ionisation loss
and its satu;ation at the highest velocities. These calculations give
agreement with existing data and show quantitatively the efficacy of different
gases for measuring velocities or identifying charged particles of known
momentumo-lArgon is both effective, practical and cheap. Xe#on is the
only gas examined which is more effectivé, achieving this especially over a

5 metre track length.
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- FIGURE CAPTIONS

Fig. 1

Calculations and measurements of the relativistic rise of eﬂergy loss
in argon filled proportional chambers.
Curve I is based on the method of Sternheimer (1971) ref. 6.

Curve II is based on the method described in this paper.

Fig, 2
A histogram'of a typical pulse height distribution from a thin
proportional chamber. The smooth curve is based on the model described in this

paper and Ref. 9. It does not include any instrumental or resolution effects.

" Fig. 3
The dependence of ionisation resolution on various parameters of a

multiple sampling technique as found in Monte Carlo studies:

(a) Fraction of samples rejected by cut to remove the Landau tail (see
text).

(b) Device 1ength and sample size.

(6) Nearest neighbour intersample cross-talk.

Fig. 4

Ideal response of a 5 metre detector to a mixture of w, K and protons
in flux ratio 10:1:1.
(a) shows the separation at 25 GeV/c
(b) shows the separation at 60 GeV/c. This is very close to the case

described as "90% separation' (see text).

‘Fig. 5

~ Plots of the calculated ionisation loss for some interesting cases
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a) Separation at 25 GeV/c - Theory
5metres argon=330x1.5 cms.
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b)Separation at 60 GeV/c-Theory
5 metres argon=330x1.5 cms,
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THE IONISATION LOSS OF RELATIVISTIC CHARGED PARTICLES IN THIN GAS
SAMPLES AND ITS USE FOR PARTICLE IDENTIFICATION: TII EXPERIMENTAL

RESULTS

W.W.M. Allison, C.B. Brooks, J.N. Bunch, R.W. Pleming

Nuclear Physics Laboratory, Oxford.

R.K. Yamamoto, Massachusetts Institute of Technology, Cambridge,

Massachusetts.

(Submitted for Publication in Nuclear Instruments‘and Methods. )

ABSTRACT

We present the results. of an experiment in which a proportional
chamber samples the ionisation loss of each incident relativistic particle
some 60 times. The chamber, filled with 80% argon/20% €O, was exposed to a
beam of pions, protons and electrons at momenta between 25 GeV/c and 150 GeV/c
at the Fermi National Accelerator Laboratory. The observed pulse height |
spectra &ere corrected_for systematic effects and compared with new Monte
Carlo theoretical calculations discussed in paper I. The agreement is
good. The relativistic rise is sufficient to enable individual pions and
protons to be distinguished even with the present apparatus. Our results

suggest that with a larger device kaons, pions and protons may be separated.



1. INTRODUCTION

In paper I1 we reviewed the appareht discrepancy between theoretical
and experimental results on the ionisation loss of relativistic charged
particles in thin gas samples. We showed how using a more appropriate Monte
Carlo calculation the discrepancy between theory and experiment could be
resolved.

In this paper we present new experimental results which confirm the
agreement between theory and earlier experiments and also demonstrate that
individual particles of known momentum may be identified by their ionisation
loss even using raw data. Particular attention is paid to systematic effects
and calibration problems that could affect the predicted performance of
a larger devicez.

In section 2 we describe the apparatus and in sectién 3 the energy
calibration and factors affecting it. 1In section 4 we analyse the inter-
channel correlation which is shown to be instrumental and to dominate the
other sources of error in this case. Section 5 includes the experimental

results and the comparison with theory.

2, THE APPARATUS

The experimental layout and chamber are shown in Fig. 1. The chamber
was positioned downstream of a differential Cerenkov counter in the N3 béam
line at the Fermi National Accelerator LaBoratory. The tagged beam particles
passed thfough the 120 cms long chamber parallel to a wire plane as shown in
Fig. 1. This plane was sandwiched between two drift electrodes 7 cms apari and
the whole mounted in a gas tight box which was flushed continuously with 80% argon/

20% COz*. The ionisation electrons liberated by the incident particle'are shown

* The gas mixture was chosen because of its convenience, large relativistic

rise (Ref. 1) and properties as a drift chamber gas (Ref. 2,3).
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symbolically as a row of dots in Fig. 1b drifting without amplification towards
the central wire plane. The latter consists of pairs of 25u diameter ‘anode wires
each separated by 250u cathode wires to reduce capacitative cross coupling and to
control the gas amplification. Each pair of anode wires collects and amplifies
the electrons from 1.5 cms of gas and each such pulse is further amplified

and integrated as discussed below. ' There were 60 such channels so that each
particle traversing the detector yielded 60 pulse heights.

To achieve accurate spacing the wires were held in slots melted in
perspex with a hot blade. The signal wires were connected in pairs to the
input of the low impedance (20) current sensitive preamplifiers, where typical
signal amplitudes were a few pamps. The gas temperature and pressure were
measured and recorded continuously by probes mounted in the box. In addition
an FeSS X-ray source was exposed between accelerator cycles to measute variations
of the gas gain. It was placed in its shutter box above the chamber and shone
through the aluminised mylar window of the gas box and through the upper foil
drift electrode into thq active region of the chamber. Typical counting
rates were 20-30 per second. To calibrate the gain of the electronics, test
pulses were sent to all channels in parallel from a current source.

The signals were carried from the preamplifiers to the receiver amplifiers
in the control room.by woven cables of balanced pairs. In the receiver amplifier
units discriminator logic allowed the generation of self-triggers singly on a
particular channel (for the X-ray source) or in coincideﬁce between two chosen
channels for beam particles. In addition each of the analogue signals was
delayedlby 200 nsecs and shaped to remove the long tail due to positive ion
motion,4 These signals were integrated in Lecroy 8-bit ADC channels with a
500 nsec gate to provide a pulse integral relatively insensitive to input pulse
shape ‘and trigger jitter. The ADC gate was t¢ri-~ered by the 2-channel coincidence
occurring within the drift time (1 usec) of a coincidence between the scintillator

i

telescope (S15253) and the particle identification signature required from the



differential Cerenkov counter. -Triggers occurring within 2 psecs of another
515253 cdincidence were rejected. The 500 nsec integration gate was fed in
parallel to all ADCs. In addition to 57 standard data channels one only of
the two data channels contributing to the coincidence was recorded.

The vector of 8 bit quantities together with a status register Qas read
from CAMAC by a 12K PDP8. If a second beam pafticle (815253) occurred within
2 usecs, a bit was set in the status register and the data ignored by the
computer. Otﬁerwise the computer:storéd the data on DEC tape and carried
out a preliminary analysis on ling. The latter permitted us to show how

1

well particle masses could be separated even without calibration corrections.

3. CALIBRATION :

The calibration was performed in two stages. First, hon linear effects
in the ADCs were determined by observing test pulses of known relative
amplitudes. The amplitude of the teﬁt pulses was controlled by a power suppﬁy
whose value was observed with a digital voltmeter. The non-linearity and
pedestal current variation of each channel + ADC were determined individually
(Fig. 2a) and used to converﬁ all observed ADC bin numbers to a scale linear
in input pulse height. Secogd, this linear scale was converted into energy
units usihg‘the known energy of the 5.9 KeV Fe55 X-ray.  These spectra were
recorded on DEC tape after every few hundred charged particle events and contain
typically 10-20,000 pbints. A typical spectrum is shown in Fig. 2(b). The
peak was.determined by a least squares fit of an inverted parabola to the uppef
half of the main peak. (The calibration was not sensitive to the choice of
fitting method.) In this way the major effects of temperature, pressure and
gas mixture variation on the gain are corrected. Fig. 2(c) shows to what
extent this procedure compénsated for gain variations during a particular run;

The scatter of points about the line shows that residual gain variations with

o N . L - = e N o - . Y~ - . - ® .



SOURCES OF GAIN VARIATION

488~ 58

TABLE I .
. Effect on -
Source Measurement Variation Gain % (o)
1. Drift voltage stability Digital voltmeter <10—3.
" " ripple Oscilloscope <1073
<0.7%
2. HT wire voltage stability Digital.voltmeter <1074
M " ripple Oscilloscope <1074
<0.1%
3. LT power supply and other Observed dispersion <10_2
sources of short term of test pulse
electronic gain variation response averaged
over all channels.
Fig. 2(g) shaded
spectrum.
<1%
4, Gas gain variation with See fig. 2(c) 16 x 1072
time (temp., press. and and text
composition) after
correction with Fe data
<2%
L . s 55 . =3
5. Gas gain variation along Fe™" scan Fig.2(f) £20 x 10
wire »
<2%
o e - 55 -3
Gain variation from wire Fe = scan 20 x 10
to wire g
: 2%
Charged particles 3
Fig. 2(e) <40 x 10
<4%
These include:
Wire diameter variation Laser diffraction <0, 2um*
Signal wire position Microscope- <8um
High voltage wire position 30um 2%
Drift electrode position Capacitof bridge 40pm 2%
6. Random electronic npoise See fig. 2(g) 120 eV/
channel
20 eV on
mean 19
* This is a typical figure. The sample of wire actually used has not been
" measured. Wires tend to have non-circular but relatively uniform cross-sections. .



ionisation loss. The temperature and pressure readings from the probes were
used to correct all ionisation data to NTP. . Various sources of error
are discussed in Tabie I.

The non-linearity of the ADC has already been discussed and calibrated
out. Fig. 2(d) shows the non-linearity of the amplification beyond the range
used (shaded). There is no serious saturation in either the electronic or
gas amplification stages in the range used. The Qbserved.non—linearity above
10 KeV is consistent with the expected electronic saturation. The effect of
self triggering on the observed pulse height was negligible in the case of Fe
spectra where only thé "escape peak' was éffected.‘ In the case of the charged
particles two channelé in coincidence were used for the trigger but only one
was recorded. This one was observed to be biassed against low pulse heights
due to the finite discriminator level peak labelled '"trig' in Fig. 2(e)). This
effect may neglected when taken with the other 57 channels. Fig. 2(e) also
shows the gain variation from channel to channel observeg with the charged
particles. The data have statistical errors of order Z%Eand are not inconsistent
with the gain variafiong observed with an Fe55 source and those expécted from
the mechanical tolerances of the chamber construction (Table I). Fig. 2(f)
shows the gain variation along typical wires which is also small. These
variations are relatively unimportant since they are the ;amg for'every
particle and therefore do not contribute towards the overall mass resolution based
on the 58 samples. .Fig. 2(g) shows the spread of obserfed tht pulse response
which is pxiﬁarily due to electronic noise on a single channel. This inter-
pretation is confirmed by the effect of averaging over all channels for each
test "event' when the width is significantly reduced (shaded spectrum).

At ‘each momentum the particle selection was changed several times during
a run so that data for the different masses were.interleaved. Table II shows

the different runs that were made. The 150 GeV/c runs were taken with a ''ping"

spill (four 200 usec bursts per flat top, 20-25 beam particles per burst). The
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TABLE IT
Data Runs
Momentum Particle Spill Contamination Cerenkov
150 GeV/c Proton Yping" - ' 7.1 psia He. Below
: threshold
" Pion " u, e " 6 >5 mr
100 GeV/c . Proton slow - 8.5 psia He. Below
threshold
" Pion " H, e " 8 > 5 mr
50 GeV/c Proton " K 7.0 psia He. Below
‘ threshold
25 GeV/c Proton " K 11.0 psia He. Below
' threshold
" -Pion o M : 8 <5 mr
" Electron " gy : ' & > 5 mr

other momenta were taken with ~15 triggers per flat top. In every case the
selected particle flux exceeded 20% of the beam (S152S3). The only significant
source of contamination may be .the presence of muons among the 25 GeV/c
"electrons'’. The marked différence observed in ionisation between pions

and "electrons" shows that this contéﬁiﬁation is not dominant. 1In all other
caées the contamination is either very small (<5%) or of no conseQuence (muons

amongst pions).

4. INTERCHANNEL CORRELATIONS
The presence of cdupling between channels is shown in Fig. 3, where we
have taken the spectra observed for 25 GeV/c electrons as an examplé. Fig.

3(a) shows how the energy loss observed on a chamnel depends on whether the

H48%- 57
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nearest-but-one neighbour was above or below average pulse height. It is
seen that it does not. The same is true for protons and pions at 25 GeV/c.
The very small shaded peak in the overfloﬁ region is not inconsistent with
the number of §-rays of range >3 cms expected.? These would give rise to
such a positive crosstalk unless multiply scattered away from the parent
track (i.e. outside the integration gate). The effect is not large compared
with 1%. Fig. 3(b) shows the same data for nearest neighbour channels., A
significant negative cross-talk is observed as expected from capacitative
effects4. Defining the cross-talk parameter,.o, in terms of the charges

collected, Ei’ on each channel, i, and the pulse heights observed €;!

By = aEi—l + Ei + aEi+1, (1)

we have simulated this crosstalk in a Monte Carlo calculation using the
theoretical dE/dx distribution discussed in paper Il and find a best value
of:

o = -0.055 £0.01

The result is given by the smooth curve in Fig. 3(b). The same value of

o provides a good fit for 25 GeV/c pions and protons, where the same
phenomenon is observed. Indeed observation on an oscilloscope of a dummy

(thick wire) channel without gas gain showed these small positive going

pulses in coincidence with the negative pulses on the other amplifying channels.
The net result of this effect is a small loss of sighal amplitude and a change
in the shape of the expgcted energy loss distributio; as shown in Fig. 3(c).

A ﬁore seriousvp;oblem was the effective DC level shift observed |
through the combined effect'of all channels capacitatively coupling to the
common drift electrodes. In the absence of sufficient capacity in parallel
with the drift voltage supply this produced a shift of the zero proportional

to the mean pulse height.  Since the Fffect was linear it may be described

by a single proportionality constant for the whole experiment, 8.
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TABLE III
ATOMIC CONSTANTS USED IN THEORETICAL CALCULATION
(ref. 6)
- 80% Argon/20% CO2 at NTP (hwp = 0.835 eV)
Argon K shell 3196.0 eV : 2 electrons per argon atom
L shell 294.0 8
M shell 39.5 8
Carbon K shell ~ 313.0 2 electrons per CO2 molecule
L shell 55.8 2
17.7 2
|
Oxygen K shell 575.0 4 electrons pér CO2 molecule
L shell 54.4 4
39.4 , 8

Note: The predictions depend only logarithmically on the energy

levels assumed.

Extending equation (1) we approximate:-

e. = oF. + Ei + gE. - BS

i i-1 i+l
where S is a suitably defined mean ionisation for a particular particle velocity.

Comparing our 8 runs with theory we determined 8 = 0.20 * 0.04 or BS ~ 400 x 80 eV*.

* These effects may be avoided by (1) increasing the capacity in parallel with the
chamber (2) decoupling the input of the preamplifier to the cathode wires so that
changes of drift field are rejected as a common mode signal (3) moving the drift
electrodes farther away to reduce the capacitance.



(We have defined S as the peak of the distribution of means of the lowest
35 out of 58 signals as determined by.theory. The value of 85 is independent
of this choice.)

Togefher with the uncertainty of its recovery characteristics this
effect dominated the systematic errors in this experiment. It was probably
responsible for the observation of small anomalous positive correlations
between neighbouring channels at 150 GeV/c where the instantaneous particle
flux was high. Data for 100 GeV/c w and 50 GeV/c protoné also showed the
effgct, This problem was clearly instrumental since it was not observed in

any of the 25 GeV/c runs which spanned the velocity range of the experiment.

5. RESULTS

We have calculated theoretical dE/dx spectra for 1.5 cms of argon/20%
CO2 at NTP according to the method described in p;per Il} The ionisation
potentials and plasma frequency used are given in Table III. These spectra
have been further modified by including the 5;5% crosstalk between nearest
neighbours and a resolution fungtion with ¢~ 10%*. The latter has a negligible
effect on the broad spectra. Incomparing these spectra with experiment we

assume of course that an observed pulse height is directly related to the

arrival of a certain number of ionisation electrons at the wire and that this
in turn is proportional to the actual energy loss of -the primary paftigle and
that the proportionality is the same for the‘pulse height observed from the
X-ray source (5.9 KeV). While this assumption is indefensible in detail it
has always been found to work in practice in a statistical senseg. Fig, 4 -
shows the 8 spectra compared with the experimental data in which all 58
channels for each event are shown in the same ﬁistdgram; Theizeroes of the

eXperimental spectra have been shifted as described in the previous section.

* This is ‘made up of eleltronic noise, statistical fluctuations in the
number of electrons collected for a given energy loss (Ref. 7) and
- fluctuations in the gas amplification process.
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The value of B in equation 2 is the only free parameter in the comparison,.
We note that the agreement for protons, pions and electfons at 25 GeV/c is
really quite good. On the other hand the comparison with the pion data at
100 GeV/c and 150 GeV/c is much weaker.

In Fig.v5 we show a superposition of the spectra for pions and protons
at 25 GeV/c. This makes it clear that no useful information on particle
identification is achieved by one or even a sméll number of measurements on
each track. It also shows the long '"Landau tail" which prevents the use of
a simple '"mean ionisation'' estimator from resolving the masses. In this
experiment 58 measurements are in fact available on each track. To remove
the effect of the tail we may discard the largest 23 pulse heights (40%) in
each casel. The dotted line in Fig. 5 shows the distribution of the remaining
35 pulse heights for each'proton event - it has no "Landau tail". If therefore
we take the mean of this set of 35 pulse heights for each beam particle we may
resolve the pions and protons. Fig. 6 shows a péléroid shot of an 6n—line
display showing the separation of pions and protons aéhievgd-in this way‘
using raw data. The origin is some 40 bins off-scale to the left. The
separation is on the order of a full width at hélf maximum (FWHM). Note that
the distributions have gaussian shape without tails.i Without the zero shift
and its related noise the.resolution would be much better. Since the shift
is proportional to the total energy loss in 1.2 metres of gas, the Landau
fluctuations (550%)1%n,this represent the main contribution ;5 the loss of

resolution.

" We have analysed each run in terms of the mean of the lowest 35 pulse
heights. The results are givén in Table IV together with the equivalent
Monte Carlo predictiéns. Fig. 7 shows the theory and data cérrecte& for the DC
shift. The difference between the theoretical and experiméntal widths shown in
Table IV is accounted for by the Landau fluctuations on the shift (v90 eV RMS).
We quote conservative errors of 4% on the means in view of the uncertainties

surroundihg the shift.

E
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Although the possibility of some muon conatmination of the 25 GeV/c
electrons cannot be ruled out, the electron data are compatible with the 150 GeV/c
pion data. Similarly, there is consistency between the data for 150 GeV/c
protons and 25 GeV/c pions. Only the data point for 100 GeV/c pions appears
significantly out of line. We note that the relativistic rise is 55 *4% and
that the Fefmi plateau extends from p/mc = 500 or éo upwards.

Different experimenters work with different gas mixtures, gas thicknesses
and statistical methods. In spite of this in Fig. 8 we attempt to compare the

12 with the Monte Carlo prediction and curve

ionisation data availablel~
calculated on the basis of reference 5. The latter and the data of the other
experiments refer to the most probable energy loss. Further, all other data

above p/mc = 150 were taken with electrons. In spite of this there is general

agreement between the data points of this experiment, earlier experiments and

~ the Monte Carlo calculation. All are in disagreement with the Sternheimer curve.

6. CONCLUSION

The results of the Monte Carlo calculation of energy_loss in thin gas
samples are in good agreement with the data for values of p/mc from 26 to 1000 in
argon/20% CO2 at NTP. Above 1000 the observed energy loss ;f pions does not
differ significantly from electrons since the bremstrahluné probability in a
'thin gas sample is small and the electromagnefic field of the incident particle
has reached its asymptotic form (Fermi plateau)g. The resolution of the experi-
ment was limited by instrumental effects which can be avoided in future devices.
Nontheless on-line separation of pions and protons at 25 GeV/c was obtained* and

there seems to be no reason in principle why very much better separation cannot

be achieved with improved systematics and more samples. Finally, we note that

* Separation at 9 GeV/c has been achieved previously using a 2.5 m
detector (see Ref, 11).
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our results are in agreement not only with our calculations by also with the
size of the relativistic rise measured by others in gés samples defined by thin
windows. This argues against the speculation of Garibyan and Ispiryanls that
the disagreement with calculations is due to the effect of the windows. This
experiment shows that there is no disagreement with calculation and also that

the same results are obtained without windows.
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FIGURES

Beam diagram -

Schematic side view of.proportional chamber
Top view of chamber and amplifier box

View of chamber in beam direction

Picture showing details of plane construction

Non-linearity of a typical ADC. The pedestal current was large so

that only the shaded more linear region was used.r

A typical Fe5$ spectrum taken during part of a run between accelerator
cycles.

The relative gain variation during a run as measured by Fes,5 X-ray

pulse heights plotted against the relative gain Variation és measured

by charged particle mean pulse heights. The line indicates the expected
correlation,

Linearity of amplification (gas + electronic) as shown by various

X-ray sources. The dynamic range of the 8 bit ADCs were matched to

the éhaded region. |

Variation of channel gain attributable to variations in gas amplification
frqm wire to wire (charged particle data with statistical error 2%).':ﬁ
See table I.

The gain Qariation along wires measured by scanning an ?355 source
through the operating region.

The spread of test pulse response due to electronic noise on a single

channel. Shaded spectrum is the same averégéd over all channels.
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The difference in energy loss spectra.due-to near neighﬁour Ccross
talk. The upﬁer histogram in (a) and (b) shows the spectrum on a channel
when the near neighbour pulse height is small- and the shaded spectrum
shows how much this chaﬁges when the near neighbour is large.

(a) For second nearest neighbours (25 GeV/c e ).

(b) ‘For ﬁearest neighbours. (25 GeV/c e )

The smooth curve shows the expected result for d = -0.055.

() Shows the effect on the theoretical dE/dx distribution of folding in

crosstalk of -5.5% (for 25 GeV/c protons).

Fig. 4
' The dE/dx spectra for the 8 different velocities measured, corrected
to NTP and including correction for the zero shift. The theoretical curves

include the effect of the 20% CO,, the<-5.5% nearest neighbéur crosstalk and

2,
a small effect due to statistics of the electrons (assumevaoigson). " The
ordinate of the histograms is the number of samples per 100 eV energy bin.

The normalisation in each case is 58 times the number of events quoted in

Table 1V.

Fig. 5
A sﬁperposition of the distributions of all channels for 7 and p

at 25 GeV/c. The dashed histogram shows the effect on the proton distri-

‘bution of histogramming only the smallest 35 out of 58 pulses recorded in

each event.

Fig. 6
A polaroid shot showing the separation of pions and protons at 25 GeV/c

achieved by the on-line PDP8 programme working with raw data. Each point in
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Fig. 6 (cont.)

the two histograms refers to a single beam track with a value equal to the
mean pulse height after discarding the largest 23 pulses. The origin is
off scale to the left. The last column of Table IV shows that much better

separation may be expected in the absence of systematic effects (see text).

Fig. 7
A comparison of the relativistic rise of the mean of the lowest 35

out of 58 x 1.5 cm samples with theory for argon/20% C02 at NTP.

Fig. 8

Compilation of world data on the relativistic rise in argon as
measured in proportional chambers. The dashed curve refers to a calculation
according to the prescription of Ref. 6. The solid curve is discﬁssed in the
- text. The comparison is essentially qualitative as the various experiments

and calculations relate to different quantities and different gas mixtures.
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Investigations of multiparticle final states induced
by proton-proton collisions at high energies have
provided evidence for a “central region” on the rapi-
dity scale in which particles, or clusters of particles,
are emitted independently [e.g. 1], and for which
electric charge, and perhaps other quantum numbers
as well, may be locally conserved {2]. On the other
hand, recently published work on high energy pion-
nucleon collisions has emphasized asymmetries in the
distributions of final-state particles which indicate
that fragmentation-like processes play an important
role even in high multiplicity events [3, 4].

In this paper we present new data from 7~ p col-
lisions at 147 GeV/c incident pion momentum. We
show that while an electrically neutral central region
and corresponding rapidity plateau are not seen, the
expected features for particle emission in a central
region are nonetheless observed. In particular, we pre-
sent previously unreported evidence that electric
charge and transverse momentum are locally conserved
over small intervals of rapidity in 7~ p collisions at
Fermilab energies. These results support a picture in
which the observed hadrons are emitted in clusters
whose quantum numbers vary as a function of rapidity,
with the incident channel quantum numbers domi-
nating at the extremes of the rapidity scale.

The experiment consists of ~ 100000 exposures of
the Fermilab 30-in. bubble chamber to a beam of
147 GeV/e m— mesons, utilizing the Proportional Wire
Hybrid Spectrometer [S] for accurate measurements
of momenta and angles of the fast, forward-going
tracks. The average charged particle multiplicity of
events in this experiment is 7.4 + 0.04 (topological
cross sections and moments are discussed in ref. [6]).
In order to have as complete and accurate a sample as
possible for events of all multiplicities, we report here
on a subsample of about 1/4 of the data (~1600
inelastic events in the fiducial volume) for which
every event failing to yield a satisfactory geometric
reconstruction for all tracks in the first measurement
has been examined and remeasured.

The net charge distribution of final-state particles
as a function of ¢.m. rapidity is shown in fig. 1a. Pro-
tons with lab momentum less than 1.4 GeV/c have
been identified by ionization, and all other charged
particles are assumed to be pions. The histogram
shown is simply the difference between the inclusive
differential cross sections for positively and negatively
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Fig. 1. (a) Net charge as a function of rapidity for all inelastic
events: Adg/dy = do(+)/dy — de(-)/dy. The shaded area is
the contribution from protons. (b) Same as (a), but for events
with > 8 charged pions.

charged particles, with positive values indicating an
excess of positive over negative particles, and vice versa.
The data show a rapid change from an excess of posi-
tive particles in the backward hemisphere to an excess
of negatives in the forward hemisphere, with no broad
neutral interval in the central region of rapidity. The
total pion charge excess, adding positive and negative
areas under the unshaded portion of the histogram, is
~25 mb, comparable to the total cross section. This
cannot be attributed to the low-multiplicity diffractive
component, as the distribution for events of greater-
than-average multiplicity (fig. 1b) is little different
from that for the total sample.

Although the electric charge distributions do not
indicate a neutral central region, the average transverse
momentum of charged pions in the final state, shown
in fig. 2a, is nearly independent of rapidity, over a
broad interval extending approximately from y-= -2
toy = +3. Again, a clear asymmetry is seen in the
behavior of positive and negative charges (fig. 2b):
Negative tracks have larger transverse momentum in
the forward direction, while in the backward direction
the average transverse momenta of positive pions sys-
tematically exceed those of negative pions. There is a
rough correspondence between positive or negative
charge excess and large values of the average transverse
momentum. This trend apparently persists in the high-
multiplicity final-states (fig. 2c). For these events the
average transverse momentum for wt (7~) with
—3<y<—1is343 £15MeV (302+16MeV), and
the corresponding values for 1 <y <3 are 337+ 16
(388 £ 14). .

Despite the differences between the average trans-
verse momenta of positive and negative pions in the
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Fig. 2. (a) Average transverse momentum versus rapidity for

all charged pions. (b) Average transverse momentum versus
rapidity for o™ (open circles), and =~ (X's), all inelastic events.
(c) Same as (b), but for events with > 8 charged prongs. (d) The
transverse momentum correlation function C(Ay), as a func-
tion of the rapidity interval Ay (see text). The intervals are
centered about y = 0.

forward and backward directions, there is a region in
rapidity near y = 0 over which the average transverse
momentum is equal for positive and negative pions,
and relatively flat in rapidity for both cases. Thus we
do observe a finite interval of rapidity over which the
transverse momentum behavior of observed secondaries
exhibits little or no dependence on either their charge
or rapidity. This result is peculiar to the high energy
data. In 16 GeV/c n—p collisions [7] a rapidity-indepen-
dent interval is observed for #* but not for 7.

As an indication that this behavior is a consequence
of local compensation of transverse momentum near
y =0, we show in fig. 2d the correlation function

AAy)=—(pys Piy)-

Here, for a given event, P is the net transverse momen-
tum of charged secondaries for y =+ Ay/2,
and Pip the net observed transverse momentum for
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Fig. 3. The dispersion of the charge-transfer variable, Dz(Ay),
as a function of rapidity interval (see text). The intervals are
centered about y = 0. The results labelled “ali”” include all
inelastic events up through 16 prongs. Typical errors are dis-
played on the inclusive plot but have been omitted from the
semi-inclusive plots for the sake of legibility.

y<-A4Ay/2.

The average is taken over the entire inelastic event
sample. The distribution in C(Ay) falls rapidly to zero
with a correlation length typical of the characteristic
lengths found in the central region for 2-particle rapid-
ity distributions (~1.5 units).

Although more definitive conclusions from this data
must await similar studies at other energies, and may
not be possible without direct information from neutral
secondaries, it seems reasonable to draw the conclusion
that transverse momentum is locally conserved over a
small rapidity intervals in the central region.

We next address the question of whether electric
charge is locally conserved in rapidity by studying the
charge transfer variable '

w(Ay)=1/2(Q;—0) + 1,

where, for a given event, Q¢ is the net charge forward
of y = +Ay/2 and @y, is the net charge backward of
y=—Ay/2.
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The term +1, which is not present in the usual defini-
tion for p-p collisions, accounts for the opposite
charges of the incident particles. #(0) is a measure of
the net charge-transfer across a boundary at y = 0. For
non-zero values of Ay, u{Ay) measures the charge
transferred across an interval of length Ay, centered
at y = 0. Quigg [2] has discussed the interpretation of
this variable in terms of a specific cluster emission
model. We draw here on the qualitative aspects of
such an interpretation.

For independent particle emission in the central
region one expects «2(0)) to be independent of bom-
barding energy and of the incident channel quantum
numbers. The value of (#2(0)) obtained from the data
of this experiment is 1.0+ 0.1, in good agreement
with the results obtained in proton-proton collisions
at 105 GeV/c (0.90£0.04, [9]) and 205 GeV/c
(0.99£0.03, Kafka et al., [1]).

In fig. 3 we show the distributions in D2(Ay) =
(u2) — {u)?. The variable D? measures the width of
the distribution in u, or the strength of the event-to-
event fluctuations in the charge transferred across the
interval Ay. The data are shown as a function of Ay
for various final-state topologies as well as for the
total sample. For the inelastic 2-prong data, which are
dominated by two-body diffractive processes, D2 is
essentially independent of the rapidity interval except
for phase space effects at the kinematic limit. For
the higher multiplicities, if charge is locally conserved
in the central and fragmentation regions, we expect
large values for D2(0) due to statistical fluctuations
which decrease as Ay is increased. As Ay spans the
central region and extends into the fragmentation
regions,D2 should become independent of Ay, as in
in the case of the diffractive dominated 2- and 4-prong
events. The essential result here is that this behavior
is clearly observed in the 6-, 8- and 10-prong events:
The distributions fall sharply from their values at
Ay =0, then break and level off before falling again
as phase space effects take over at large intervals. This
behavior is very similar to that observed in pp collisions
at 205 GeV/c [10]. The width of the central region
fall-off corresponds well with that observed for the
transverse momentum correlations in fig. 2.

Thus, while our data have as a gross feature clear
asymmetries in the forward-backward charged pion
distributions for even the high multiplicity channels,
there is also evidence of the short-range behavior in
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the central region which has motivated cluster emis-
sion models for particle production. The data support
the hypothesis that charge, and perhaps transverse
momentum, are locally conserved on the rapidity axis.

If the inelastic scattering process is dominated by
the production of clusters of hadrons, the absence of
an electrically neutral central region in 7 p collisions
at Fermilab energies may result from the fact that the
net charges of individual clusters vary as a function of
the rapidity from target-like quantum numbers in the
extreme backward direction to beam-like in the for-
ward direction. If this were the case, a neutral central
region would presumably develop at higher energies.
We note, as has been pointed out before [11], that in
such a picture there need be little distinction between
the diffractive and high-multiplicity components of
inelastic particle production: the former being simply
an example of the clustering phenomenon in low-
multiplicity final states.

We gratefully acknowledge the efforts on behalf of
this experiment by the Fermilab Neutrino Section and
30-in. bubble chamber staffs,and the scanning and
measuring personnel of the participating universities.
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Experimental distributions are defined which are sensitive to the existence and nature of short-range
phenomera. Clustering of produced hadrons is established directly. The possibility that clusters responsible for
strange particle or baryon production differ from those responsible for pion production is entertained.
Similarities and distinctions between transverse momentum and other additive quantum numbers are ]

discussed.

L. INTRODUCTION

Short-range correlations in rapidity appear to
be one of the prominent features of multiple pro-
duction at high energies. It is also generally ac-
cepted that long-range correlations arise from
interference between diffractive and nondiffractive
components of the production cross section,!
Whether intrinsic long-range correlations are
present within the nondiffractive component is
uncertain. However, whatever other effects might
be present, considerable indirect evidence does
exist for the dominance of short-range phenomena
in the nondiffractive component. This paper deals
with the existence and the origins of such pheno-
mena.

It is now widely held that a useful, if somewhat
ingenuous, description of the origin of short-range
correlations is provided by cluster emission mod-
els.?® Despite successes of cluster models and
the circumstantial evidence for clustering, some
efforts persist to show, by means of Monte Carlo
simulations, that experimental features adduced
in support of the short-range correlation hypothe~
sis do not depend upon short-range correlation
dynamics. In my opinion, these efforts need not
be taken seriously in themselves,® but they raise
a valid challenge which should be met: to provide
unambiguous evidence for short-range phenomena.
I see, therefore, two immediate objectives in the
study of nondiffractive multiple production. First,
it is important to verify the existence of short-
range phenomena and to quantify their properties,
It will then be obligatory to ask whether the clus-
ter description of the short-range correlation
dynamics is a necessity of merely a useful fiction.?
In other words, it will be necessary to find the
clusters,

In this paper two topics are studied in pursuit
of these objectives. In Sec. II I discuss tests of
the hypothesis that internal quantum numbers are
conserved locally in rapidity. This hypothesis
follows naturally from any (factorizable) £-channel

12

exchange picture, and is an immediate corollary
of cluster or short-range correlation dynamics,
Data are presented which give a direct demonstra-
tion of the local compensation of electric charge,
and the extension to other internal quantum num- .
bers is treated. In Sec. III I investigate the con-
sequences of local compensation of transverse
momentum. The information contained in a num-
ber of new experimental distributions is developed
in detail. If the transverse momenta of all second-
aries (including neutrals) can be measured, a tech-
nique exists for probing the transverse momentum
distribution of clusters. A summary is given in
Sec. IV.

1. LOCAL COMPENSATION OF INTERNAL.
QUANTUM NUMBERS

In this section I shall develop direct experimen-~
tal evidence for the local compensation of electric
charge and provide a direct measure of the mo-
bility® of electric charge. My immediate interest
is to deduce characteristics of multiple production
and to integrate them with existing information.
However, as a number of authors have empha-
sized recently,” the unitarity equation connects
the locality of quantum-number compensation with
the energy dependence of two-body to two-body
quantum-number exchange reactions. An accurate
determination of, for example, charge mobility
in collisions at different primary energies bears
not only on the tenability of the cluster description,
but also on the origin of the energy dependence of
charge exchange cross sections.®

A. Local charge compensation

The analysis of charge transfer observables®
has verified in detail'® the predictions of the inde-
pendent cluster emission picture.* ™% This suc-
cess was a psychological prerequisite for the pre-
sent investigation, in which I rely upon a specific,
idezlized short-range-order model to anticipate
the data. It will, however, soon become apparent
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that the qualitative theoretical expectations do not
rest on details of the model. The basic assump-
tion to be tested is that charge compensation is a
short-range phenomenon. In the specific language
of cluster models, the corresponding assumption
is that observed hadrons emanate from independ- -
ently emitted clusters, are characterized by a
mobility in rapidity from their parent cluster, and
experience no final-state interactiops. In this
picture all short-range correlations are intra-
cluster effects. I shall use a simplified one-di-
mensional model to explore the consequences of
this assumption.'® In the model neutral three-pion
clusters (7" 7~ 7% have an equal chance to be pro-
duced anywhere in the available rapidity interval
[~Y/2,7/2). A cluster produced at rapidity §
will yield pions at rapidities y ~A, ¥, and ¥ +4,
where A will be called the mobility. The transfer
of charge from one c.m. hemisphere to the other
is therefore a consequence of decays of clusters
in the active region { ~A,A). For every cluster
the correspondence between rapidities (§ ~ 4, 3,

3 +A) and pion charges {~1,0, +1) can be made in
six equally probable ways. Each cluster in the
active region has a } probability to contribute
(-1,0, +1) to the nef charge trausfer,

u =% (total charge in the forward hemisphere
minus beam charge)

—% (total charge in the backward hemisphere
minus target charge),

independent of the behavior of other clusters.

The consequences of this model in the usual -
experimental situation were dealt with in Ref. 11.
Let us now turn our attention to charge transfer
across a gap centered at zero c.m. rapidity,
Clearly, when the gap width exceeds the cluster
mobility, no charge is actually exchanged between
the forward and backward regions. The tedious
calculations to be described lead to the following
important qualitative result. As the gap width G
is increased from 0 to 24, the mean-squared
charge fluctuation at fixed topology, {(u?),, de-
creases, For G> 24, (u?), remains constant,
independent of G, until forced by kinematical end
effects to decrease to zero. The experimental
observation of this behavior provides direct evi-
dence for a short-range, or clustering, effect and
yields a direct measure of the mobility A,

It is convenient to employ the generating function
technique introduced in Ref. 11. Let us define

p=24/Y, » (1)
g=G/Y,

and construct the generating function Py(x) cor-
responding to the emission of N clusters, in terms

of which!® ' ' .
(u*) = (3 x8,) Py(1). (2)

Three cases must be distinguished: (i) G<a; (ii)
A< G<24; (iii) 6> 2A, In each case, pions which
are products of clusters emitted in certain inter-
vals may go unchserved in the gap. The various
possibilities are identified in Fig. 1. 1t is then a
straightforward counting exercise to determine,
for each interval marked in Fig. 1, the probability
that a specific charge transfer will occur and so
to construct the appropriate generating function.
The results are

Py(x)= [(1 _‘b-.gh 2::;,-2-‘-%(:«‘2+1 +x72)
+ é’é(x2 +25 +2/x4+x7%) + —Zﬁg(x-r-l +1/x)}~,
(3)
wn-n{¥ -f]. @)

it 0<G<a;
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FIG. 1. Partitions used in the discussion of quantum-
number transfer across a gap. The abscissa is c.m.
rapidity. Notations (e.g., # + 4) in an indicated region
specify the lost pions originating from clusters in that
region. (a) No gap; {(b) G <4; (c) A<G <24; (Q) G >2A.
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if G>2A. .

The expected gap dependence of the charge trans-
fer fluctuation is sketched in Fig. 2. This pre-
diction is to be compared with the experimental
results'” from the Fermilab 205-GeV/c bubble-
chamber exposure, which are shown in Fig. 3.

The two-prong and four-prong events are largely
quasi-two-body in character, so they should not
display the features expected in the cluster picture.

- Indeed, they do not. For the 6-, 8-, and 10~

prongs, there is clear evidence of a rapid decrease
in the charge transfer fluctuation as G increases
from O to 1.5, followed by an interval in which
{u®)y is essentially independent of G. The absence
of any plateau in the 12-prongs is consistent with
the observed shape of do,,/dy. For such a high
multiplicity, the region (in G) in which (u?) de-
creases because of local charge compensation
.overlaps with the region in which the kinematic-
ally imposed decrease occurs. To emphasize the
importance of these results, I remark that if in-
dividual pions were independently emitted, (u®)y
={N/4)(1 ~G/Y), so no plateau would be seen.

Several important conclusions may be drawn
from these data.'®

2 ¥ T
[«
=
<
~ I -1
&«
=]
N
12
] | 8
0 ] 2
g/p

FIG. 2. Prediction of Eqs. (4), (6), and (8) for the
fluctuation in charge transferred across a gap in events
“of fixed topology.
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2.0 T T T - .
PN(x)=[(1—p—g)+%g(x+1+1/x) l
- . 205 GeV/c
+P;g(x2+2x+2/x+x_2)] , (5) l "
)y =N[2-£], ®)
if A<G<2A; and '
N
p,,(x):[(1-2p)+%3(x+1+1/x)] , )
(u?)y=Np/3, ®

Gap Width,G

F1G. 3. Fluctuations in charge transfer across a gap
in fixed-topology events in 205-GeV/¢ pp collisions (from
Ref. 18). : '

(1) Charge is compensated locally in rapidity
in multiparticle production. For this to be so0 in
the sense of Refs. 7, it must further be shown
that the mobilify of charge is independent of ener-

{(2) The mobility of electric charge, which is
A=0.75 in 205-GeV/c pp collisions, appears not
to depend strongly on event topology.

(3) The measured charge mobility is quite con-
sistent with the expectations of the isotropic clus-
ter decay model and with the range parameter
deduced from fits to the two-particle correlation
function in the central region.!® It also agrees
with the value inferred from data on forward-back-
ward multiplicity correlations across a gap at
this energy.?*’

It is of great interest to compare these results
with measurements of charge mobility at other
energies, and in collisions initiated by other
beams. Unfortunately the existing statistics at
102 and 405 GeV/c are inadequate for this pur-
pose.2®

B. Other internal quantum numbers

In the context of explicit exchange models it is
natural to suppose that rare quantum numbers



such as strangeness and baryon number might be
conserved more locally than charge, because the
corresponding Regoe trajectories are lower-lying
than those which carry charge. Equivalently,
arguments based on @ values of known resonan-
ces® (e.g., ¢,A,~ KK versus p,f-—ur) lead to the
same expectations. According to the Mueller-
Regge analysis of two-particle correlations in the
central rezion, for KK correlations there will be
a correlation length =1 term arising from ¢ and
f* exchange, in addition to the usual correlation
length =2 term, The same considerations applied
to the NN case are less enlightening.?®* It is highly
desirable to subject these preconceptions to ex-
perimental tests. Given the difficulty of identify-
ing particles in a large-acceptance detector, the
task is not an easy one, but in the following dis-
cussion I will assume that all such technical dif~
ficulties can be overcome.

The transfer of any additive quantum number
across a gap in rapidity can be treated in the same
manner as electric charge, so that the results of
Sec. IIA are immediately applicable. A closely
related distribution also is useful for studying the
mobility of guantum numbers explicitly absent from
the initial state (e.g., strangeness in pp collisions).
Consider a bin of extent B in rapidity which lies
fully within the central region. The dependence
“upon bin size of the mean-squared fluctuation in
the amount of an additive quantum number con-
fined within the bin is governed by the locality of
compensation of that quantum number. To be spe-
cific, let us consider strangeness compensation
in a model with “¢” - KK clusters. A cluster pro-
duced at § gives rise to kaons at ¥+ A, By per-
forming the same kind of counting as occurred in
the charge transier example, we can construct
a generating function Ry (x) appropriate for the
emission of N “¢” clusters, in terms of which

(Sz)N = (xax)ZIeN(l)) ) : (9)

where S represents the total strangeness contained
in the bin,
For B< 24, the generating funclion is

Ry() =[(1 - 26) +b(x + 1/x)}7, o
where b=B/Y, and ‘
(52),=2Nb=2NB/Y. (11)

For B> 24, the corresponding results are

Ry(x)={(1 ~2p) +p(x + 1/x)]¥ {12)
and ’
(S%)yy=2Np=4NA/Y. (13)

The average over cluster multiplicities yields
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2 f2(N)B/Y, B<2A
(s >>”{421\0:;/1/, B> 2A. ag)

The strangeness fluctuation increases with bin
size, attaining a saturation value at B=2A, the
point at which entire clusters may be confined
within the bin. This behavior is sketched in Fig.
4.2 1t is completely analogous to the case of quan-
tum-~number transfer across a gap sketched in Fig.
2. The onset of B independenca both establishes
the locality of strangeness compensation and mea-
sures the mobility of strangeness. Evidently the
same expectations apply to any additive quantum
number.

1II. LOCAL COMPENSATION OF TRANSVERSE
'MOMENTUM

Knowledge of the mobility of transverse momen-
tum will be especially useful for making inferences
about the underlying (exchange?) mechanism of
particle production. In many respects, iransverse
momentum is simply another additive guantum
number?* (although a continuous, rather than a
discrete one), and can be treated on the same foot-
ing as the others. The important practical distinc~
tion is that, unlike visible charge, the visible
transverse momentum is not balanced event-by-
event in bubble~-chamber pictures. If all produced
particles including neutrals could be measured,
the techniques of Sec. IT would be useful for mea~
suring transverse momentum mobility as well. If
neutrals go undetected, the theoretical expectations
are modified to the extent that no effects as striking
as those already discussed will appear.

A very simple model suffices to explore the pos-
sibilities. I assume that transverse momenta.

y, 0, —y are carried by the pion products of an

“w” cluster. For each cluster, the correspond-
ence between rapidities (J —A, %, 3 +A), pion char~
ges (—1,0,1), and transverse momenta (~v,0,7)
can be made in 36 equally probable ways. It is

L] 1 T
41~ N
<
> k- -
~
>-
A~ 2 -
o
< i
] L !
Y i 2 3 4

B/A

FIG. 4. Prediction for quantum-namber deposit in
a bin.
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convenient to define, in analogy with charge trans-~
fer, the net transverse momentum transfer

=3 (visible transverse momentum
in the forward hemisphere)

— 3% (visible transverse momentum in
the backward hemisphere}. (15)

Because neutrals go undetecied, each inactive clus-
ter will make a contribution to v of (-7/2, 0, ¥/2)
with equal probability. Each cluster in the active
regton will contribute (-y, -¥/2,0, ¥/2, ¥) with
probability (%, 5,5, 5,%). Hence

Ty(x)= [’—(—l—g—m(x+ 1+1/x)+ g(x2+3x +143/x +x"2)]N

is a generating function in terms of which
{2 Yo = Grad, ) Ty(1). (1
The mean-squared fluctuation of p, transfer in
N-cluster events is

4AY2 N 'yzN
(vz)N" Y+ 8 » (18)

which should be cbmpared with the charge trans-
fer fluctuation

<u2>1v=""""' . (19)

The first term in (18) has the expected form for
the fluctuation of p, transfer arising from the de-
cay of active clusters. The second term, which
is proportional to the number of clusters instead
of the cluster density, represents the event-to-
event imbalance in visible transverse momentum,
The origin of this term in the nonobservation of -

- neutrals is made more explicit if N is replaced by

the associated multiplicity of neutrals, so that

(A= 2L LT (. (20)

The quantity N/Y represents the mean density of
clusters in the active region, {dN(3)/dy), where
the brackets imply an average over the region
(¥ ~4,5 +4). This in turn is related to the ob-
served density of charged pions by

(gygw)_)%% <; Z;"(y> (1)

where the factor + occurs because each cluster
produces two charged particles, and #=2N+2 in
bp collisions. Therefore, the fluctuation in charge
transferred across an arbitrary boundary aty in
r-prong events will be

L), w

[D(Llu I.) (y)]ZN

whereas the corresponding fluctuation in p, trans-
fer will be

(D0 ) ]z~ ZAY < @)>

The structure of Egs. (22) and (23) is character-

istic of the cluster picture, but the numerical
faztors depend on the explicit parameters of the
model. The forms of both (22) and {23) have been
verified in the 205-GeV/c data,?® for events with
at least six charged prongs. However, the ex-
traction of charge mobility or transverse momen-
tum mobility from these distributions would be
rather model-dependent.

The transfer of transverse momentum across a
gap can be studied in the same fashion as that of
other additive quantum numbers. Without neutral
detection, it is not possible to give direct evidence
for short-range effects. The remaining resulis,
therefore, are presented not because they are
intrinsically interesting, but to indicate how much
experiments are compromised by the inability to
measure neutrals. What follows may be regarded
as case for highly efficient detection of all pro-
duced particles. The results are

o {n0e)). (23)

Ty = [ 27228 (er 141/

+£—'—'s—;~2‘—g(x3+3x+1+3/x+x"z)
g N
+—1——8-(x2+6x+4+6/x+x“2)] R (24)
N 2
(5= g [Brap—6gl, (25)
if 0<G<A;
- g g 2 -
Ty(x)= (x+1+1/x)+ (F®+6x+4+6/x +x7?)
+2—g3"—‘e(2x+5+2/x)] . (26)
a N'Yz .
(P)y=—g(8+3p-42], (27)
if a<G<24,;

Tulx)= [(g__m_,_ 1;g(x+1 +1/x)+§(2x+5+2/x)]]v,

(5= I3+2P 3], (29)
if G> 24 (but G+2A<Y). The dependence of { 1#),
upon the gap size is sketched in Fig. 5. In con-
trast to the behavior indicated in ¥ig. 2, which
would apply to p, if neutrals were also observed,



N<] 2 T T ]
Py
4
I _
PN
NC)._'
' ] 1 1
o 0 } 2 3 4
B/A

FI1G. 5. Predicton of Eqs. (25), (27), and (29) for
the fluctuation in transverse momentum transferred
across a gap if neutrals are not observed.

there is no striking change in the behavior of

{ v*)y at the point in G =24, Basically this is be-
cause the larger the gap, the smaller are the
event-to-event fluctuations in visible transverse
momentum transfer.

The same shortcoming applies to the dependence
upon bin size of the mean-squared transverse
momentum confined in a bin within the central
region. In the schematic model considered here,
one expects

3B/A, 0SB<A

(DP)y= Y;A

=

=x%{ 1+2B/A, A<B<24 (30)
2+3B/2A, B> 24,

This bebavior, which is sketched in Fig. 6, is to
be contrasted with what would be found if neutrals
were measured also. The latter situation corres-
ponds to Fig. 4.

IV. SUMMARY

Charge is balanced locally in rapidity, as ex-
pected in short-range correlation models. In such
models it is required that the mobility of charge
be independent of the incident beam energy. This
prediction has not been tested. The measured
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FIG. 6. Prediction for transverse momentum deposit
in a bin if neutrals are not observed.

mobility of charge is compatible with the observed
range of two-particle rapidity correlations. Mea-
surement of the mobility of other internal quantum
numbers will provide important insights into the
nature of the particle production mechanism. Al-
though it is attractive to suppose that transverse
momentum is balanced locally, and existing ex-
perimental results are consistent with this hy-
pothesis, no direct proof is possible unless the
momenta of all produced particles can be mea-~
sured. Verification of local transverse momentum
compensation is an important goal.
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found. The existence of gaugelike invariance for
the equation satisfied by (u, {) makes it possible
to find a self-Bicklund transformation for ¢ and
q’. These Bicklund transformations can be divid-
ed into classes. FEquations in the same class
have an identical spatial part of their Bicxiund
transformations. Their solutions therefore sat-
isfy the same superposition formula. For exam-
ple the mKdV and sine -Gordon equations have the
same superposition formula,

Wy —Wo _ky +Ry tan PL=Wa

B  —k, 7

This formula renders it possible to construct N-
soliton solutions by algebraic manipulations
only.

Further generalizations to higher -order in-
verse problems of what has been done above is
possible. I will report some examples in another
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Total Cross Sections of p and p on Protons and Deuterons between 50 and 200 GeV/c*
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Proton and antiproton total eross sections on protons and deuterons have been measured
at 50, 100, 150, and 200 GeV/c. The proton cross sections rise with increasing momen-
tum. Antiproton cross sections fall with increasing momentum, but the rate of fall de-
creases between 50 and 150 GeV.'c, and from 150 to 200 GeV/c there is little change in

cross section.

We have measured p and p total cross sections
- on protons and deuterons in 50-GeV/c sizps be-
tween 50 and 200 GeV/c. The experiment, which
was carried out in the M1 beam"? at the Fermi
National Accelerator Laboratory, used a “good
geometry” transmission technique,

Incident particles were defined by scinzillation
counters and identified by two differential cas
Cherenkov counters,® allowing cross secticns of
two different particles to be measured simaltan-
eously; in addition, a threshold gas Cherenkov
counter® could be used in anticoincidence when

928

required. Contamination of unwanted particles
in the selected p and p beams was always below
0.1%. :

The 3-m-long liquid hydrogen and deuterium
targets and an identical evacuated target were
surrounded by 2 common outer jacket of liquid
hydrogen for temperature stability.® By contin-
uously monitoring the vapor pressure in the oute
jacket, the target temperature and therefore the
hydrogen and deuterium densities were deter-
mined®;, density variations were less than 0.07%
throughout the experiment, Target lengths were
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TABLE I. Results of this experiment: Cross sections in millibarns.

Momentum

(GeV/c) Momentum-independent
50 100 150 200 scale uncertainty

Opp 38.14 20,07 38.39+0.06 38.62+£0.06 38.90=0.06 +0.5%
Opq 72.98+0.13 73.12+0.11 73.460.11 73.8420,11 +0.6%
O5p 43.86 +0.11 42.04 £0.09 41.7220.18 41.54£0.29 £0.5%
G5y 82.21+0.24 79.32+0.19 78.24 £+0.35 78.77 £0.57 +0.6%
Oy 38.86 £0.16 28.850.14 39.02+0,14 39.18+0.14 +1.5%
O 43.69 £0.30 42.224+0.23 41.32+£0.44 42,09 20,71 +1.5%
O5p— Cpy 5.72+0.13 3.65+0.11 3.10+0.19 2.6420.30

O5q =~ Opyq 9.23x0.28 6.20£0.22 4,78 £0.37 4.92:0.58

O5p Gy 4.83+£0.34 3.37+0.27 2.30:0.46 2.91:0.72

asured under operating conditions to +0,03%.

‘he transmission through the targets was mea-

ed by twelve scintillation counters of differ-
diameters, with eleven independent channels
ng formed by coincidences between pairs of

acent counters to minimize accidental counts

.tube noise. These counters were mounted
ether, smallest upstream, on a movable cart
were positioned such that for each momentum
counters accepted the same range of [#], ex--
ling up to 0.008 (GeV/c)? for the smallest

nnel and up to 0.08 (GeV/¢)? for the largest.

! efficiencies of the transmission counters

‘e measured at frequent intervals throughout
experiment using two small counters placed
ind them. Such efficiencies were constant and
ays >99.8%

or each momentum, the beam was tuned to

: a final focus at the transmission counters.

> sets of proportional wire chambers were in
incident beam, each set giving two coordin-

3, and a matrix coincidence was set up be-

en appropriate wires to ensure that each in-
:nt particle trajectory would pass through a

m square at the transmission counters.” This
mique eliminates systematic effects in the ex-
olation procedure from beam halo and pos-

e beam instability, In addition, the electronic
¢ for these chambers required that one and

r one particle register in each chamber. This,
ther with large veto counters around the

m, eliminated possible fluctuations due to ac-
atals. Cross sections were found to be stable
etter than 0.2% for variations in beam flux of
ctor of 3 around the value (2x10° per pulse)
fhich data were normally taken,

he data were corrected® for single Coulomb

scattering (<0.1%) and Coulomb-nuclear interfer-
ence (<0.3%). For the latter, the ratio p of real
to imaginary parts of the forward scattering am-
plitude was obtained from Bartenev ef al.® for pp

"and the predictions of Cheng ef al.’® for pp. The

value of p for neutrons was assumed to be the
same as for protons.

The extrapolation to =0 of the partial cross
sections was carried out using the expression

0;=0pexp(df; + Bt 2+Ct;%),

where o, is the partial cross section measured
by the ¢th transmission counter combination sub-
tending a maximum l¢;, and o, is the total cross
section. For all of the four cross sections mea-
sured here, the Bt;? term was necessary, as de-
termined by a substantial reduction in the x? of
the fit when it was added. For cross sections on
protons, there was no change in the total cross
section when the Cf;® term was added, nor was
there any change in x? and so C was set equal to
zero; for deuteron cross sections, the Cf;® term
was found to improve the fit substantially, The
extrapolations were carried out using the third
through the tenth transmission counter combina-
tions, covering 0.016 < I{;1<0.062 (GeV/c)®. Us-
ing fewer counters changed the results by less

" than 0.1%, indicating negligible multiple Coulomb

scattering and heam size effects in the counters
used for the extrapolation. This method, of
course, cannot take into account a rapid change
in slope below 0,016 (GeV/c)a.

From the reproducibility of our data we quote
a momentum -dependent uncertainty in the results
for a particular incident particle of +0.15% for
those cross sections where the statistical error
was smaller than this, The momentum-indepen-

929
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FIG. 1. Total cross sections for pp and pp. Momen-
tum-dependent errors only are shown. Data of other
experiments are from Refs. 11-21,

dent scale uncertainty for the absolute magnitude
of the cross section, caused by uncertainties in
the form of the extrapolation and in the hydrogen
and deuterium densities and contaminations, is
estimated to be 0.5% for protons and =0,6% for
deuterons,

The results are listed in Table I and shown in
Figs. 1 and 2, together with previous data,!'"#

_Agreement with other experiments in the same

momentum range is within the quoted sczale er-
rors, except for that of Gustafson et al.*

As the incident momentum increases from 50
to 200 GeV/c the pp total cross section rises by
2%. The rise is consistent with the rise observed
at the CERN intersecting storage rings.'”® The
pp cross sections continue to fall with increasing
momentum, but the rate decreases markedly,
and above 150 GeV/c there is very little varia-
tion.

Cross sections of p and p on deuterons show a
momentum dependence similar to those on pro- .
tons. The pd cross section is also nearly con-
stant above 150 GeV/c.

The antiparticle-particle differences ¢ ,;P -0,
and 05 —0,, are shown in Fig, 3, These differ-
ences are becoming smaller with increasing mo-
mentum, and can be fitted by the form 4s%"}
Using only data from this experiment gives o
=0,39£0.04 for 05, ~0,, and a=0,43:0.05 for
Oju— 0y If this form for ¢;, -0, is extrapolated
to higher momentum, together with the known
0,,, an estimate of o;, at higher momenta can be
obtained. This procedure predicts a minimum in
the antiproton-proton cross section at about 200
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FIG. 2. Total cross sections for (a) pd and pd, and

(b) pn and pn. Momentum~dependent errors only are
shown_. References as for Fig. 1.

GeV/e.

The purpose of measuring deuteron cross sec
tions is to extract cross sections on neutrons.
We have done this to within the accuracy of the
Glauber-Wilkin formula, 22 which takes into ac
count the shadowing in the deuteron. A param-
eter ("% is used in the formula, and we have d
rived it from our pion data®'; it is consistent
with being momentum independent and averages
0.039 mb~', There has been recent discussion
to whether this parameter is dependent upon the
incident particle, or whether a more complex
formula should be used.**® Using the work of
Gorin et &1.*® our measured value of ¢ %) woulc
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FIG. 3. Values of total-cross-section differences
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be scaled to 0.031 mb~! for incident protons. In
view of the uncertainties in the method, we have
used a value of 0.035 mb™! with a systematic un-
certainty of 0,004 mb~! in extracting p» and pn
. cross sections,
-certainty causes a +1,5% scale uncertainty in the
'neutron cross sections, but does not affect the
‘momentum dependence. We note further that the
cross sections on neutrons shown in Fig. 1(b)
have a behavior with momentum similar to those
on protons. The difference 0%y —0Cp,, Which is
only slightly affected by the values of -?, is
shown in Fig, 3, and also shows the same be-
havior as on protons.

We note that this systematic un-
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